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2004 Spring Meeting — Pittsburgh, PA Biometric Bulletin Editor

Local Arrangements Chairs: Joyce Chang and Ada Youk Thomas R. Ten Have
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ENAR Correspondent for the Biometric Bulletin

2005 Joint Statistical Meeting Rosalyn Stone

Naisyin Wang
ENAR Executive Director

2005 Spring Meeting — Austin, TX Kathy Hoskins

Program Chair: A. John Bailer
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Visit the ENAR website (www.enar.org) for the most up to date source of information on ENAR activities.
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IMS Program Chair
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ENAR Student Awards
Carol Redmond, University of Pittsburgh
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SCI: Hierarchical Modeling and Analysis for Spatial Data
(Full Day) Sterlings

Instructors: Sudipto Banerjee (University of Minnesota), Brad Carlin
(University of Minnesota), and Alan Gelfand (Duke University)

Description:

As recently as two decades ago, the impact of hierarchical Baye-
sian methods outside of a small group of theoretical probabilists
and statisticians was minimal at best. Suddenly, around 1990, the
“Markov chain Monte Carlo (MCMC) revolution” enabled hierar-
chical models to become not only feasible, but the preferred ap-
proach for almost any model involving multiple levels incorporat-
ing random effects or complicated dependence structures.

In this course we will describe hierarchical modeling methods for
an area of application in which they can pay substantial dividends:
spatial statistics. We will begin by outlining and providing illustra-
tive examples of the three types of spatial data: point-level
(geostatistical), areal (lattice), and spatial point process. We then
describe both exploratory data analysis tools and traditional mod-
eling approaches for point-referenced data. Modeling approaches
from traditional geostatistics (variogram fitting, kriging, and so forth)
will be covered here. We shall then offer a similar presentation
for areal data models, again starting with choropleth maps and
other displays and progressing towards more formal statistical
concepts, such as Brook’s Lemma and the Markov random field
topics that underlie the conditional, intrinsic, and simultaneous
autoregressive (CAR, IAR, and SAR) models so often used in areal
data settings.

The remainder of our presentation will cover hierarchical model-
ing for both univariate and multivariate spatial response data, in-
cluding Bayesian kriging and lattice modeling, as well as more ad-
vanced issues such as anisotropy and nonstationarity. Bayesian
methods will also be suggested for modeling data that are spatially
misaligned (say, with one variable measured by census tract but
another by zip code), since they are particularly well-suited to
sorting out complex interrelationships and constraints. We con-
clude with a brief discussion of spatially varying coefficient, spatio-
temporal, and spatial survival models. Computer implementation
for our models via the WinBUGS, R, and S+ SpatialStats packages
will be described throughout our presentation as appropriate.

The presenters are authors of the forthcoming book “Hierarchi-
cal Modeling and Analysis of Spatial Data” (CRC Press, 2004), upon
which much of the course material will be based.

Prerequisites:

Short course participants should have an M.S. understanding of
mathematical statistics at, say, the Hogg and Craig (1978) level, as
well as basic familiarity with standard statistical models and com-
puting. We will not assume any significant previous exposure to

PITTSBURGH, PA

DATE: Sunday, March 28, 2004

Full Day Fee
Members $190 ($215 after 2/20)
Nonmembers $235 ($260 after 2/20)

Short Course Registration
Saturday, March 27 3:00 - 5:00 p.m.
Sunday, March 28 7:00 - 8:30 a.m.

Course
Sunday, March 28
(lunch on your own)

8:30 a.m. - 5:00 p.m. (full day)

spatial or Bayesian methods, although students with basic knowl-
edge of these areas (say, based on the books by Cressie, 1993,
and Carlin and Louis, 2000, respectively) will certainly face a gen-
tler learning curve.

SC2: Semiparametric Regression
(Full Day)

Instructors: David Ruppert (Cornell University) and Matt Wand
(University of New South Wales)

Ballroom 4

Description:

Parametric regression involves fitting a curve to a data set within
the confines of a parametric families: for example, lines, parabolas
and exponentials. Nonparametric regression, often called smooth-
ing, only imposes the condition that the curve be smooth;
the shape of the curve depends primarily upon the data.
Semiparametric regression combines nonparametric and paramet-
ric models. For example, in the analysis of time series data on
mortality and air pollution it is common for the air pollution ef-
fects to be modeled linearly, and confounders such as time, tem-
perature and humidity to be nonparametric.

There are many methods for nonparametric estimation including
kernel regression, local polynomial regression, smoothing splines,
regression splines, and wavelets. However, the method of penal-
ized splines has a number of convenient features such as:

- ease of use

- modularity, meaning that each component of the model can be
developed separately and in a simple fashion

- close connections with parametric statistics so that maximum
likelihood estimation and likelihood ratio tests can be used
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- ability to be implemented with standard software, e.g., SAS,
S-PLUS, and WinBUGS

The course will focus on semiparametric models based on penal-
ized splines viewed as linear mixed models (LMM:s), or, for binary,
Poisson, and other non- Gaussian outcomes, as generalized linear
mixed models (GLMMs). Topics include

scatterplot smoothing, especially by penalized splines
- LMMs and penalized splines as best linear unbiased predictors

- automatic selection of the degree of smoothing, especially
estimation of the penalty parameter of a spline by restricted
maximum likelihood

additive models

inference

generalized semiparametric regression and GLMMs

survival analysis

spatial statistics

measurement error

- Bayesian semiparametric regression

- programming in SAS, S-PLUS, and WinBUGS.

The presenters are authors of the text “Semiparametric Regres-
sion” (with R.J. Carroll, Cambridge University Press, 2003), which
will form the basis for much of the course material.

Prerequisites:
Essential: Basic statistical theory, Regression analysis, Matrix
notation and algebra. Desirable: Familiarity with mixed models.

SC3: Statistical Analysis with Missing Data
(Full Day)

Instructors: Rod Little and Trivellore Raghunathan (both at
University of Michigan)

Ballroom 3

Description:

Missing data is a pervasive problem in statistical analysis. Methods
for handling the problem will be discussed by two authorities on the
subject. The course will be based on the recently-released 2nd edi-
tion of Little and Rubin’s classic text, “Statistical Analysis with Miss-
ing Data”. Topics include introduction and overview, nonresponse
weighting, principles of imputation, multiple imputation, maximum
likelihood methods including EM, Bayesian simulation methods,
nonignorable missing data, missing data software. Common missing
data problems, such as regression with missing covariates and re-
peated-measures analysis with missing values, will also be discussed.
The course will include illustrations with real data sets.
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Prerequisites:

The course is intended for the applied statistician and will not be
heavily theoretical. Some familiarity with basic principles of infer-
ence based on likelihoods is assumed, as well as familiarity with
standard models of complete-data analysis, such as the normal
linear model, multinomial models for counted data and the proper-
ties of standard statistical distributions, especially the multivariate
normal.

SC4: Practical Approaches to Data Monitoring of
Clinical Trials

(Full Day) Kings Garden North & South
Instructors: David DeMets (University of Wisconsin), Susan

Ellenberg (Center for Biologics Evaluation and Research, FDA),
and Thomas Fleming (University of Washington)

Description:

Data monitoring committees (DMCs) (also commonly known as
data and safety monitoring boards or other similar titles) are in-
creasingly used for monitoring accumulating data in clinical trials.
Such committees, separate from trial organizing committees, steer-
ing committees, sponsors and investigators, are established to en-
hance the protection of patients enrolled in the trial by ensuring
objective oversight of experts who have no vested interest in the
trial or in the product under study.

Because the accumulating data reviewed by DMCs are consid-
ered highly confidential, few individuals have opportunities to at-
tend or participate in DMC meetings. The objective of this work-
shop is to provide an overview of the DMC process, including the
types of trials most in need of DMC oversight, criteria for mem-
bership, typical responsibilities and operating procedures, statisti-
cal approaches to monitoring and how they are implemented by
DMCs, regulatory issues, and currently unsettled or controversial
topics. The material will be illustrated by many real examples of
DMC decision-making. Substantial time will be reserved for ques-
tions and discussion.

The presenters are the authors of the recent text, “Data Monitor-
ing Committees in Clinical Trials: A Practical Perspective” (John
Wiley, 2002), which will be the basis for much of the material
presented.

Prerequisites:

Useful to have some experience with clinical trials and some
background with sequential monitoring procedures, but the con-
tent will primarily be more conceptual than statistical.

ENAR 2004 SPRING MEETING
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TI: An Introduction to the R Environment

Ballroom 4
Date: Monday, March 29
Time: 8:30-10:15 a.m.

Instructor: Peter Dalgaard (University of Copenhagen)

Description:

The R language and environment is an open source implementa-
tion of the well-known S language. It adds to the original design in
various ways, but most importantly, the simple fact that it is freely
available and easily deployable makes it a very attractive option
for teaching, practical statistical analysis, and methodological de-
velopment on many levels.

The tutorial will cover the following areas:
(1) Asimple interactive session showing basic language features.

(2) Modeling tools. The notion of a fitted model object. Model
formulas.

(3) Using R packages. Examples of functionality provided. The
CRAN repository.

(4) Practical analysis. Input of data, workspaces, storage. Loading
packages. Attaching and detaching data sets.

(5) Graphics. Standard R graphics (the ink-on-paper model).
Graphical coordinate units and layout. Standard plots and ad-
hoc modifications. If time permits, also discuss Grid graphics
and the Lattice package.

(6) Ad-hoc programming: matrix algebra and optimization tools.

Professor Dalgaard is the author of the recent Springer mono-
graph “Introductory Statistics with R.”

Prerequisites:

It will be assumed that the audience has been acquainted with
some statistical software, has a masters level knowledge of statis-
tics plus some feeling for the issues involved in practical statistical
analysis. The tutorial does not assume prior experience with R or
S-PLUS. Some knowledge of computer programming may be ad-
vantageous, but not crucial.

T2: Experiments and Observational Studies: Casual
Inference in Statistics

Ballroom 4
Date: Monday, March 29
Time: 1:45-3:30 p.m.

Instructor: Paul Rosenbaum (University of Pennsylvania)

PITTSBURGH, PA

Description:

The effect caused by a treatment is a comparison of the two re-
sponses a subject might exhibit if the treatment were applied or
withheld. Because at any one moment, for any one subject, the
treatment is either applied or withheld, at most one of these two
responses is observed, so causal effects cannot be calculated for
individuals. This fact led generations of philosophers to claim that
causality is a matter of speculation. Remarkably, Sir Ronald Fisher
derived a tight logic for inference about the effects of treatments
on finite populations of subjects, as opposed to individual subjects,
when treatments are assigned to subjects at random, as they are
today in clinical trials. Beginning with the literature of the 1920s
and 1930s on randomized experiments, this tutorial will review
the contributions of Fisher, Neyman,Cochran, Rubin, Cornfield,
Hill, Campbell, and others, and will introduce recent developments
for observational studies in which randomization is not feasible.
Topics include: randomization as the “reasoned basis for inference”
about causal effects, propensity scores for overt biases, sensitivity
analyses for hidden biases, attributable effects, and design consid-
erations in observational studies. Concepts and techniques will
be illustrated using data from several randomized trials and
observational studies.

Prerequisites:

Basic knowledge of probability and statistics. It would be good,
but not essential, to have seen the hypergeometric distribution,
Fisher’s exact test for a 2x2 table, Wilcoxon’s signed rank test,
and odds ratios. Familiarity or experience with empirical studies
of human subjects would also be helpful.

T3: Generalized and Nonlinear Mixed Models in the
SAS System: Tools and Applications

Ballroom 4
Date: Tuesday, March 30
Time: 8:30-10:15 a.m.

Instructor: Oliver Schabenberger (SAS Institute Inc.)

Description:

This tutorial discusses tools in SAS/STAT software for fitting gen-
eralized linear and nonlinear mixed models. Classes of mixed
models and estimation methods are discussed along with the as-
sociated SAS procedures and macros. The tutorial focuses on the
MIXED and NLMIXED procedures, and the %GLIMMIX and
9%NLINMIX macros. Participants will hear about the advantages
and disadvantages of a particular methodological approach and its
software implementation. The tutorial also addresses common
computational problems and their remedy, and general tricks use-
ful in mixed model fitting.

Prerequisites:
This tutorial requires basic knowledge of linear mixed models and
the MIXED procedure in SAS.

11
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T4: Introduction to Joint Modeling of Longitudinal

and Time-to-event Data

Ballroom 4
Date: Tuesday, March 30
Time: 1:45-3:30 p.m.

Instructor: Peter Diggle (University of Lancaster and Johns Hopkins
University)

Description:

In many studies involving longitudinal follow-up of multiple sub-
jects, the outcome variables for each subject are of two kinds: a
longitudinal sequence of measurements at pre-determined obser-
vation times; and a possibly right-censored time to occurrence of
an event of interest. A number of different approaches to the
formulation and fitting of joint models for these two types of out-
come variable have been proposed in the recent biostatistical lit-
erature. The aim of this tutorial session is to introduce partici-
pants to some of these approaches to joint modeling, and to dis-
cuss their application to practical biostatistical problems.

In particular, | will compare and contrast random effects models,
which are conceptually attractive but involve computationally in-
tensive fitting methods using non-standard software, and trans-
formed Gaussian models, whose fitting requires only the manipu-
lation of multivariate Gaussian probabilities.

12

Examples discussed in the tutorial will include the following.

I. An AIDS trial in which the longitudinal measurements are CD4
cell-counts and the event-time is progression to AIDS or death.
One of several possible scientific questions is whether the CD4
cell-count sequence can be used as surrogate for time of
progression.

2. Asurgical intervention trial for heart patients, in which the lon-
gitudinal measurements are physical properties of current heart
function and the event-time is death. The scientific focus is on
the subject-level joint behaviour of measured heart function
and survival hazard.

3. Arandomised trial of different drug therapies for schizophrenia
patients, in which the longitudinal measurements are PANSS
(Positive and Negative Symptom Scale) scores, and the event-
time is dropout from the trial. The scientific problem is to com-
pare mean PANSS scores over time in the different treatment
arms, allowing for possibly informative dropout.

Prerequisites:

It will be assumed that participants are familiar with standard meth-
ods of longitudinal data analysis (linear model with correlated er-
rors) and survival analysis (simple parametric models, Cox pro-
portional hazards model); a short summary of both topics will be
given at the start of the tutorial.

ENAR 2004 SPRING MEETING
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R1: Review Times in Statistical Journals: Are Changes
of Our Culture Feasible?

Discussion Leader: Xihong Lin, University of Michigan, Coordi-
nating Editor, Biometrics

Lengthy review times have been recognized as an issue for statis-
tical journals for many years. This is of particular concern for jun-
ior researchers who are under the time pressure of tenure and
promotion. There are significant differences in review times and
editorial structures between statistical journals and leading health
sciences journals. However, the need and the feasibility for im-
proving review times in statistical journals have been controver-
sial. Arguments include timely publication of statistical papers is
less urgent than medical journals, and statistical papers require
much longer time to review. Required changes would challenge
our long-standing culture, and no consensus has been reached in
our profession. We will discuss these issues and possible strate-
gies statistical journals can adopt to improve review times. Topics
for discussion include the editorial board structure, the editorial
process, and the review process. The Biometrics review time sta-
tistics and editorial process will be shared. Suggestions for im-
provements will be sought.

R2: Current Issues in Space-Time Modeling of Environ-
mental and Health Data

Discussion Leader: Montserrat Fuentes, North Carolina State
University

This roundtable focuses on the statistical challenges to model, pre-
dict and estimate the complex spatial-temporal structure of envi-
ronmental and human health data. One of the main challenges is
to calculate a Gaussian likelihood for large space-time problems,
and modern approaches to this problem use spectral methods
and algorithms to approximate the determinant and the inverse of
a large matrix. However, the impact these approximations have
on inference is not yet clear. Another issue is how to model a
complex space-time dependency structure, and current work in-
volves extensions of separable models and coregionalization models
(in the multivariate case). These are popular models, but are they
realistic? What is the best software to handle large spatial-tempo-
ral problems? What are the advantages/drawbacks of SAS, R and
all the R packages available to handle space-time data? This
roundtable provides an opportunity to propose and discuss strat-
egies for addressing all these important issues and review the re-
cent literature for space-time data, in particular the Bayesian meth-
ods to capture different sources of uncertainty.

R3: The “Other” Biometrics: Hijacking of Our Name,
or an Opportunity?

Discussion Leader: Marie Davidian, North Carolina State University

PITTSBURGH, PA

The terms “Biometrics” and “Biometry” have been used since
early in the twentieth century to refer to the field of development
of statistical and mathematical methods applicable to data analysis
problems in the biological sciences. In the past few years, the term
“biometrics” has been used in the popular media and in computer
science, engineering, and other fields to refer to the area of tech-
nology devoted to identification of individuals using physiological
or behavioral characteristics, such as retinal or iris scans or finger-
prints. Academic programs focusing on these topics are emerging.
A Google search on the word “Biometrics” yields our journal
website in the top position, but there are numerous web sites
devoted to this “other” biometrics, including those for profes-
sional societies and publications having to do with this new use of
the term. Biometrics editors are besieged with requests by com-
panies dealing in this technology to advertise in Biometrics and
have even been asked to provide interviews to the media, who
seem oblivious to long-standing meaning of the term. In his
President’s Corner column in the first issue of Biometric Bulletin
in 2003, IBS President Norman Breslow posed the question of
how our discipline and societies such as IBS should respond to
what some see as the “hijacking” of “Biometrics.”

What should our profession do? Change our name? Reach out to
the practitioners of this new field (who undoubtedly face statisti-
cal challenges)? How would we do this? What are the consequences
if we do nothing? This roundtable will provide a forum for brain-
storming about this issue.

R4: Using Statistical Analysis of Clinical Data to
Detect Fraud and Better Inform Site Monitoring in
Clinical Trials

Discussion Leader: Lisa LaVange, Inspire Pharmaceuticals, Inc.

The use of data during an ongoing clinical study to facilitate effec-
tive conduct of the trial and increase quality control of the final
data, without compromising study integrity through unintentional
unmasking of treatments, will be discussed. Examples include the
use of clinical data to trigger “for cause” site monitoring during
the study and the examination of data patterns, measures of vari-
ance, and multivariable correlations after study completion in or-
der to flag areas of possible data fraud. The discussion will include
the practical aspects of involving the team statistician in a
non-traditional role on a clinical trial.

R5: Communicating Uncertainty in a Policy Context

Discussion Leader: Tom Louis, Johns Hopkins University

In communicating the results of an environmental risk assessment
(e.g., the health effects of air pollution), a medical policy assess-
ment (e.g., recommendations on cancer screening) or behavioral
risk assessment (e.g., diet and heart disease risk), we must com-
municate valid, credible and understandable information. The most

13
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understandable and high-impact messages avoid communicating
uncertainty, but science and ethics require that we communicate
relevant uncertainties. Indeed, in some contexts uncertainty is the
principal finding. In this roundtable we will discuss what to include
in an uncertainty assessment, what to communicate and how to
communicate the assessment (to policy makers, to the press and
to individuals). In most settings a careful titration is necessary to
produce an “honest” assessment with short-term impact and
longer-term credibility. Discussion will focus on issues and examples
and will not involve technical issues.

Ré: Design-based and Model-based Inference:
Instilling an Appreciation for the Difference

Discussion Leader: Tim Gregoire, Yale University, Current ENAR
President

Following a planned experiment or a sample survey, inference may
be based on the randomization distribution of all estimates pos-
sible under the design or on the distribution presumed under a
stipulated model for the response variate. Because the two bases
of inference may at times lead to nearly identical results, students
and practitioners have difficulty appreciating the distinction be-
tween them. In the context of sampling, too, model-assisted esti-
mation may serve further to impede a firm understanding of the
role of models. This roundtable discussion will provide an oppor-
tunity to discuss these inferential issues as well as techniques that can
be used to help instill a clear comprehension of their importance.

R7: Filling the Pipeline: Undergraduate Statistics
Education

Discussion Leader: Joel Greenhouse, Carnegie Mellon University

Biostatistics is a fundamental scientific component of biomedical
and public health research. Yet the current demand for biostatisti-
cians far exceeds the supply and the gap is expected to continue
to widen. One solution is to create stimulating undergraduate pro-
grams that will attract students to our field. How do we generate
interest among undergraduates in the biostatistical sciences, and
once we have their attention, what are the essential elements of
an undergraduate curriculum that best prepare students for work
in industry, government or for graduate school? Discussion will
focus on these and other important issues.

R8: Current Issues and Topic of Statistical Interest at
the FDA: An Open Discussion

Discussion Leader: Robert O’Neill, FDA Office of Biostatistics
This roundtable discussion with Dr. O’Neill is intended to be an
open dialogue with participants on any topics of statistical interest

to them. Current issues that roundtable participants raise will be
addressed as time permits.
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R9: Strategies to Handle Incomplete Data

Discussion Leader: Geert Molenberghs, Limburgs Universitair
Centrum, Belgium and Current IBS President

The issue of incomplete data arises in a wide number of research
areas, including longitudinal data in clinical and epidemiological
research as well as survey research. A lot of research activity has
been developed in this field for over a quarter of a century. Nev-
ertheless, the impression is generated that a number of sub-de-
bates have been ongoing (within the industry, the regulatory au-
thorities, the academic world) with often very little interaction
between them. Reasons for this will be explored, as well as strat-
egies to increase the efficiency of the debate.

R10: Casual Inference for Infectious Diseases and
Vaccine Studies

Discussion Leader: M. Elizabeth Halloran, Emory University

The potential outcome approach to causal inference has become
widespread in a variety of settings. One of the common assump-
tions is that the potential outcomes in each individual are inde-
pendent of the treatment assignments and outcomes in the other
individuals. This assumption is obviously violated in infectious dis-
eases, and sharp definitions of causal effects of vaccination and vac-
cine programs are difficult. Another issue in vaccine studies is that
focus is often on the effect of vaccine on post-infection outcomes.
In this case, the estimated effect could be subject to selection bias.
This roundtable will discuss various approaches to these questions.

R |: Biostatistics Graduate Education in the 2|st
Century: Challenges and Opportunities

Discussion Leader: Clarence E. (Ed) Davis, University of North
Carolina at Chapel Hill

The modern biostatistics department is at a critical juncture in
fulfilling its mission to train the next generation of biostatistical
scientists. The demand for PhD and Master’s level biostatisticians
continues to escalate; thus, encouraging talented individuals to
pursue graduate training in the field is an essential requirement.
As institutions of higher learning face new budget constraints, de-
mands on faculty to secure outside funding are ever-higher, limit-
ing the time they may devote to recruiting and curriculum devel-
opment. The acceleration of new advances in biomedical tech-
nologies and the facility to collect massive amounts of data raise
the question of whether current graduate biostatistics curricula
provide appropriate preparation for the kinds of challenges gradu-
ates will face while at the same time providing significant new op-
portunities for broadening the scope of the training we provide.
This roundtable will provide a forum for discussing these and other
challenges and opportunities facing academic graduate programs
in biostatistics.
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SATURDAY, MARCH 27
9:00 a.m.—9:00 p.m.

Kings Garden South

3:00 p.m.=5:00 p.m.

Ballroom Foyer

SUNDAY, MARCH 28
7:30 2.m.—6:30 p.m.
Ballroom Foyer

8:30 a.m.-500 p.m.
Sterlings

Ballroom 4

Ballroom3
Kings Garden North & South

3:00 p.m.=5:00 p.m.
Ballroom 2

4:00 p.m.-7:00 p.m.
Rivers

4:30 p.m.—6:30 p.m.
Traders

8:00 p.m.—11:00 p.m.

Ballroom |

MONDAY, MARCH 29
7:30 a.m.—8:30 a.m.
Sterlings |

7:30 2.m.=5:00 p.m.

Ballroom Foyer

7:30 2.m.-5:00 p.m.
Black Diamond

9:00 a.m.-5:00 p.m.

Traders

8:30 a.m.—=5:30 p.m.

Ballroom 2

8:30a.m.—10:15a.m.

Ballroom 4

Ballroom 3

Kings Garden North
Benedum

Kings Garden South
Sterlings 2 & 3
Brigade

Le Bateau

Heinz

Duquesne

Rivers

King Terrace

PITTSBURGH, PA

TENAR

PROGRAM SUMMARY

Workshop for Junior Researchers

Conference Registration

Conference Registration

Short Courses

SCI Hierarchical Modeling and Analysis for Spatial Data

SC2: Semiparametric Regression

SC3: Statistical Analysis with Missing Data

SC4: Practical Approaches to Data Monitoring of Clinical Trials

Exhibits Open
ENAR Executive Committee (closed)
Placement Service

Social Mixer and Poster Session

Student Breakfast
Conference Registration
Speaker Ready Room
Placement Service
Exhibits Open

Tutorial
TI1: An Introduction to the R Environment

Scientific Program

|. Advances in Latent Variable Methodology: Bridging the Gap

Between Social Science and Biomedical Perspectives

. Evaluating National Security Surveillance Tools

. Recent Developments in Phase | Trial Design

. Statistics and Neuroscience

. Special Contributed Session: Statistical Review in the Medical Literature
. Contributed Papers: Microarray Normalization and Expression Indices
7. Contributed Papers: Missing Data for Longitudinal Trials

8. Contributed Papers: Applications in Statistical Genetics

9. Contributed Papers: Clinical Trials and Epidemiologic Methods

10. Contributed Papers: Bayesian Clinical Trial Design and Analysis

I'l. Contributed Papers: Spatial Modeling |

o U A WN
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10:15a.m.~10:30 a.m.
Exhibit Hall-Ballroom 2

10:30 a.m.—12:15 p.m.
Sterlings 2 & 3

Ballroom 3

Kings Garden North

Le Bateau

Kings Garden South
Brigade

Rivers

Heinz

Kings Terrace
Duquesne
Benedum

12:15 p.m.—1:30 p.m.

Ballroom |

12:30 p.m.—4:30 p.m.
Allegheny

1:45 p.m.-3:30 p.m.

Ballroom 4

Sterlings 2 & 3
Kings Garden North
Kings Garden South
Ballroom 3
Benedum
Duquesne

Brigade

Heinz

Rivers

Kings Terrace

Le Bateau

3:30 p.m.—3:45 p.m.
Exhibit Hall-Ballroom 2

3:45 p.m.-5:30 p.m.

Kings Garden North
Kings Garden South
Sterlings 2 & 3
Ballroom 3

Benedum

Le Bateau
Rivers
Brigade
Duquesne
Heinz

Kings Terrace
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PROGRAM SUMMARY
Break

Scientific Program

12. Estimation and Inference in Mixed-Effects Models

I3. Methodological Issues in Preserving Confidentiality in Public Use Datasets

14. Modeling Treatment Use & Effectiveness in Mental lliness

I5. Environmental Statistics

16. Special Contributed Session: Addressing the Looming Shortage of Statisticians
17. Contributed Papers: Survival Methods with Random Effects, Noncompliance, or
Longitudinal Data

18. Contributed Papers: Epidemiologic Methods

19. Contributed Papers: Linkage Disequilibrium and QTL Analysis

20. Contributed Papers: Large Scale Multiple Testing

21. Contributed Papers: Causal Inference

22. Contributed Papers: Clinical Trials: Adaptive Design and Optimization

Roundtable Luncheons
Regional Advisory Board (RAB) Luncheon Meeting (By Invitation Only)

Tutorial

T2: Experiments and Observational Studies: Causal Inference in Statistics

Scientific Program

23. Challenging Issues in the Analysis of Longitudinal/Clustered Data
24. Statistical Issues in Emerging Diseases

25. Statistical Models for Complex Data in Agricultural and Environmental Studies
26. The Future of Biostatistical Science

27. Bayesian Methods in Survival Analysis

28. Contributed Papers: Analysis of Imaging Data

29. Contributed Papers: Clinical Trials: Non-Parametric Methods
30. Contributed Papers: Linkage Analysis

31. Contributed Papers: Survey Research Data

32. Contributed Papers: Gene Selection Methods

33. Contributed Papers: Generalized Linear Models

Break

Scientific Program

34. Nonparametric Regression Techniques Applied to Analysis of Survival Data
35. Statistics in Genetics

36. Assessing Efficacy in a Changing Background

37. The Causes and Consequences of HIPAA: A Statistician’s Perspective
(HIPAA: Health Insurance Portability and Accountability Act)

38. Information Related Problems in Biology

39. Contributed Papers: Missing Data Methods

40. Contributed Papers: Survival Analysis |

41. Contributed Papers: Environmental and Ecological Applications

42. Contributed Papers: Longitudinal Data Analysis |

43. Contributed Papers: Clustering and Classification Methods

44. Contributed Papers: Mixture Models and QT Corrections
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TENAR

PROGRAM SUMMARY

6:30 p.m.—7:30 p.m. President’s Reception (By Invitation Only)
Kings Garden South

TUESDAY, MARCH 30
7:30 a.m.=5:00 p.m. Conference Registration
Ballroom Foyer

7:30 2.m.—5:00 p.m. Speaker Ready Room

Black Diamond

9:00 a.m.-5:00 p.m. Placement Service

Traders

8:30 a.m.-5:30 p.m. Exhibits Open

Ballroom 2

8:30 a.m.—10:15a.m. Tutorial

Ballroom 4 T3: Generalized and Nonlinear Mixed Models in the SAS System: Tools and Applications
Scientific Program

Sterlings 2 & 3 45. What More Needs to be Done in the Graduate Training of Statisticians?

Kings Garden North 46. Methods for Combining Gene Expression Datasets from Different Studies

Ballroom 3 47. Recent Developments in Survival Analysis

Kings Garden South 48. New Advances in Nonparametric Statistics

Benedum 49. Special Contributed Session: Combining Data from Disparate Surveys to
Improve Small Area Estimation

Duquesne 50. Contributed Papers: Disease Detection and Surveillance

Rivers 51. Contributed Papers: Bayesian Survival Analysis

Brigade 52. Contributed Papers: Diagnostic and Screening Tests

Kings Terrace 53. Contributed Papers: Sequence Analysis and Proteomics

Le Bateau 54. Contributed Papers: Sequential Trials, Interim Decision Making, and Multiplicity

10:15 2.m.—10:30 a.m. Break

Exhibit Hall-Ballroom 2

10:30 a.m.—12:15 p.m. Presidential Invited Address

Ballroom |

12:30 p.m.—4:30 p.m. Regional Committee (RECOM) Luncheon Meeting (By Invitation Only)

Sterlings |

1:45 p.m.-3:30 p.m. Tutorial

Ballroom 4 T4: Introduction to Joint Modeling of Longitudinal and Time-to-event Data

Scientific Program

Kings Garden North 55. Statistical Methods in Computer Vision

Kings Garden South 56. New Developments on Estimation Equations

Ballroom 3 57. Bayesian Methods in Genomics

Benedum 58. Nonparametric Function Estimation

Sterlings 2 & 3 59. Stochastic Modeling and Inference in Science

Dugquesne 60. Contributed Papers: Survival Analysis Il

Le Bateau 61. Contributed Papers: Experimental Design

Kings Terrace 62. Contributed Papers: Advances in QTL Analysis

Brigade 63. Contributed Papers: Health Service and Epidemiologic Methods
Rivers 64. Contributed Papers: Applications of Random Effects Models
Heinz 65. Contributed Papers: Bioassays and Cell Kinetics

3:30 p.m.—3:45 p.m. Break

Exhibit Hall-Ballroom 2

PITTSBURGH, PA



3:45 p.m.=5:30 p.m.
Sterlings 2 & 3
Ballroom 3

Kings Garden North
Kings Garden South
Benedum
Duquesne

Heinz

Kings Terrace
Brigade

Le Bateau

Rivers

5:30 p.m.—6:00 p.m.
Brigade

6:00 p.m.—9:30 p.m.

WEDNESDAY, MARCH 31
7:30 2.m.—9:00 a.m.

Traders

7:30 a.m.—12:00 noon

Ballroom Foyer

7:30 a.m.—12:00 noon
Black Diamond

8:00 a.m.—12:00 noon

Ballroom 2

8:30 a.m.—10:15a.m.
Sterlings 2 & 3

Ballroom 3
Ballroom 4

Kings Garden North
Brigade

Duquesne
Benedum

Kings Garden South
Rivers

10:15a.m.~10:30 a.m.
Exhibit Hall-Ballroom 2

10:30 a.m.—12:15 p.m.
Ballroom 3
Ballroom 4
Sterlings 2 & 3
Kings Garden North
Rivers

Brigade

Kings Garden South
Duquesne
Benedum

Le Bateau
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PROGRAM SUMMARY

Scientific Program

66. Recent Advances in Tumor Growth Modeling

67. Functional and Longitudinal Data Analysis

68. Bioinformatics in Genomics Studies

69. Modeling and Surveillance of Sequences of Health Events

70. Analysis of Intensively Collected Data

71. Contributed Papers: Methods for Missing or Unbalanced Data

72. Contributed Papers: Genetics and Drug Screening

73. Contributed Papers: Survival Analysis: Methods for Multiple Endpoints

74. Contributed Papers: Categorical Data

75. Contributed Papers: Nonparametric Methods for Longitudinal Data and Bayesian Analysis
76. Contributed Papers: Surrogate Endpoints, Screening and Assessing Agreement

ENAR Business Meeting (Open to all members)

Tuesday Night Event (Dinner at Heinz Field) — Depart Hotel Lobby Promptly at 6:00

Planning Committee (closed)
Conference Registration
Speaker Ready Room
Exhibits Open

Scientific Program

77. Current Developments and Statistical Challenges in
Developing Syndromic Surveillance Systems for Anti-Bioterrorism
78. Novel Statistical Approaches to High Dimensional Analyses
79. Non-Inferiority/Equivalence Trials

80. Contributed Papers: Statistical Issues in Clinical Trials

81. Contributed Papers: Gene Expression Analysis

82. Contributed Papers: Non- and Semi-Parametric Models
83. Contributed Papers: Spatial Modeling Il

84. Contributed Papers: Random Effects Models

85. Contributed Papers: Markov Chain Models

Break

Scientific Program

86. Assessing Agreement Measurements: Current Issues and New Developments
87. Applications of Resampling Methods to Estimating Functions

88. Statistical Genetics - Modeling Interaction and Multilocus Analyses

89. Contributed Papers: Bayesian Computing and Analysis

90. Contributed Papers: Nonparametric Methods

91. Contributed Papers: Measurement Error Methods

92. Contributed Papers: Longitudinal Data I|

93. Contributed Papers: Genetic Maps, Linkage Disequilibrium and Haplotype Analysis
94. Contributed Papers: Methods for Multiple Endpoints

95. Contributed Papers: Biostatistical Theory and Estimation
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TENAR

ScIENTIFIC PROGRAM

Times may change slightly prior to the meetings. Please check the on-site program for final times. Asterisks (*) indicate paper presenters.

Student Travel Award Winner presentations appear in boldface.

Monday, March 29
8:30-10:15 a.m.

| . ADVANCES IN LATENT VARIABLE METHODOLOGY:
BRrIDGING THE GAP BETWEEN SocIAL SCIENCE AND

BioMEDICAL PERSPECTIVES Ballroom 3

Sponsor: ENAR

Organizer: David B. Dunson, National Institute of
Environmental Health Sciences

Chair: Amy H. Herring, University of North Carolina at Chapel
Hill

8:30 Latent Variables in the Social Sciences
Kenneth A. Bollen®, University of North Carolina,
Chapel Hill

8:55 Bayesian Latent Variable Methods in Biomedical
Applications
David B Dunson®, Biostatistics Branch, NIEHS, NIH

9:20 Integrating Biometric and Psychometric Latent
Variable Modeling
Bengt O Muthen’, UCLA

9:45 Latent Variable Models: Causal Estimation,
Extrapolation and Speculation
Scott L Zeger®, Johns Hopkins University; Kathryn A
Ziegler, Johns Hopkins University

10:10 Floor Discussion

2. EVALUATING NATIONAL SECURITY SURVEILLANCE TOOLS
Kings Garden North

Sponsor: ENAR
Organizer: Peter B. Imrey, Cleveland Clinic
Chair: David Banks, Duke University

8:30 Nonparametric Measures of Dependence and
Aggregated Algorithms in Biometric Recognition
Problems
Andrew L Rukhin®, NIST and UMBC

9:00 Syndromic Surveillance: Is it Worth The Effort?

Michael A Stoto”, RAND; Matt Schonlau, RAND;
Louis T Mariano, RAND
9:30 Assessing Performance and Weighing Evidence from
National Security Screening Tools
Peter B Imrey’, Ph.D., Cleveland Clinic Foundation;
David L Faigman, J.D., Hastings College of the Law
10:00 Floor Discussion

20

3. RECeNT DEeVELOPMENTS IN PHASE | TRIAL DESIGN

Benedum
Sponsors: ENAR/ASA Biopharmaceutical Section
Organizer: Susan Murray, University of Michigan
Chair: Adin-Cristian Andrei, University of Michigan
8:30 Determining a Maximum Tolerated Schedule of a

Cytoxic Agent
Thomas M Braun®, University of Michigan; Peter F
Thall, M.D. Anderson Cancer Center; Zheng Yuan,
University of Michigan
9:00 Modeling Dose-Toxicity Relationship in Phase |
Clinical Trials
Ken Cheung’, Columbia University
9:30 Dose-Finding with Two Agents in Phase | Oncology
Trials
Peter F. Thall’, M.D. Anderson Cancer Center
Randall E Millikan, M.D. Anderson Cancer Center;
Peter Mueller, M.D. Anderson Cancer Center;
Sang-Joon Lee, M.D. Anderson Cancer Center
10:00 Floor Discussion

4, STATISTICS AND NEUROSCIENCE ‘
Kings Garden South

Sponsor: IMS
Organizer: Rob Kass, Carnegie Mellon University
Chair: Rob Kass, Carnegie Mellon University

8:30 Maximum Likelihood Estimation for Multivariate
Point Process Models of Neural Spiking Activity
Emery Brown®, Harvard University

9:00 Finding Consistent Activation Across fMRI Tasks:
Using pFDR to Test a Union Of Nulls
Thomas E Nichols®, University of Michigan

9:30 Statistical Models and Issues for Neural Prostheses
Valerie Ventura, Carnegie Mellon University;
Cari Kaufman®, Carnegie Mellon University

10:00 Floor Discussion
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SCIENTIFIC PROGRAM

5. SpeciAL CONTRIBUTED SESSION: STATISTICAL REVIEW
IN THE MEDICAL LITERATURE Sterlings 2 & 3
Sponsor: ENAR

Organizer: Russell Localio, University of Pennsylvania
Chair: Lisa Weissfeld, University of Pittsburgh

8:30 Reviewing Clinical Research
James H Ware", Harvard School of Public Health
9:00 Statistical Review in the Medical Literature

Russell Localio®, University of Pennsylvania
9:30 Why All Biotatisticians Should Review for Medical
Journals, or, How to Retain Your Limbs While
Swimming with Sharks
Steven Goodman®, Johns Hopkins University
10:00 Disscusant: Joel Greenhouse, Carnagie Mellon
University

6. CoNTRIBUTED PAPERS: MICROARRAY NORMALIZATION
AND EXPRESSION INDICES Brigade

Sponsor: ENAR
Chair: Kyoungmi Kim, University of Alabama, Birmingham

8:30 Optimal Use of Probe Level Information in
Affymetrix Genechip Analysis
Jianbo Li*, Cleveland Clinic Foundation

8:45 Normalization of Microarray Data Using Mixture of
Splines
Yongsung Joo, University of Florida; George Casella,
University of Florida; James Booth, University of
Florida; Keunbaik Lee", University of Florida

9:00 A Two-Way Semi-Linear Model for Normalizarion
and Significant Analysis
Deli Wang', The University of lowa; Jian Huang, The
University of lowa; Cuihui Zhang, Rutgers University

9:15 Evaluation of Affymetrix Probe Level Summarization
Algorithms Using Quality Control Genes
Yaomin Xu®,Cleveland Clinic Foundation; Xuejun
Peng, Cleveland Clinic Foundation

9:30 Some Issues on Cross-Validation in Microarray Data
Analysis
Wenijiang M. Fu’, Texas A & M University

9:45 A Case Study on Choosing Normalization Methods
and Test Statistics for Microarray Data
Yang Xie, University of Minnesota; Wei Pan,
Univeristy of Minnesota; Keyong Jeong, University of
Minnesota; Arkady Khodursky, Univeristy of Minnesota;
Brad Carlin, University of Minnesota

PITTSBURGH, PA

10:00 Adaptive SVD Approaches of Estimating Expression
Indexes for Oligonucleotide Arrays
Jianhua Hu, University of North Carolina at
Chapel Hill; Fred Wright, University of North Carolina
at Chapel Hill; Fei Zou, University of North Carolina
at Chapel Hill

7. CoNTRIBUTED PAPERS: MissSING DATA FOR

LONGITUDINAL TRIALS
Sponsor: ENAR
Chair: Geert Molenberghs, Limburgs Universitair Centrum

Le Bateau

8:30 A Pattern-Selection Approach for the Analysis of
Longitudinal Data with Informative Missingness
Soomin Park’, Eli Lilly and Company; Lei Shen,
Ohio State University

8:45 Analysis of the Bias Caused by Using the Available
Case Method with Longitudinal Data
Lin Wang", University of Wisconsin Madison; Mari
Palta, University of Wisconsin Madison; Jun Shao,
University of Wisconsin Madison

9:00 Nonparametric Multiple Imputation of Incomplete
Longitudinal Data Via Functional Mixed Model
Trivellore E Raghunathan, University of Michigan;
Yulei He", University of Michigan

9:15 Estimating Treatment Effects from Longitudinal
Clinical Trial Data with Missing Values: Comparative
Analyses Under Different Model Assumptions
Patricia R. Houck”, University of Pittsburgh; Sati
Mazumdar, University of Pittsburgh; Tulay Koru-
Sengul, University of Pittsburgh; Gong Tang,
University of Pittsburgh; Benoit Mulsant, University
of Pittsburgh; Bruce Pollock, University of
Pittsburgh; Charles F Reynolds, University of
Pittsburgh

9:30 Multiple Imputation for Longitudinal Data with
Informative Missingness
Wei Deng’, Ohio State University; Lei Shen,
Ohio State University

9:45 Semiparametric Models for Longitudinal Bivariate
Ordinal Outcomes Subject to Informative Dropouts
David Todem’, Michigan State University; Kyung
Mann Kim, University of Wisconsin-Madison

10:00 Application of Pattern Mixture Models to Non-
ignorable Missing Data Using Pseudo Maximum
Likelihood Estimation
Changyu Shen, University of Pittsburgh; Lisa Weissfeld,
Univeristy of Pittsburgh
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SCIENTIFIC PROGRAM

8. CONTRIBUTED PAPERS: APPLICATIONS IN STATISTICAL

GENETICS Heinz
Sponsor: ENAR

Chair: Heping Zhang, Yale University

8:30 Effect of Measurement Error in Reported Family

History on Predictions From Mendelian Models of
Disease Genes
Hormuzd A Katki*, National Cancer Institute, NIH,
DHHS; Giovanni Parmigiani, Johns Hopkins
University

8:45 Efficient Algorithms for Allele Sharing
Methods to Detect Linkage Using
Extended Pedigrees
Saonli Basu®, University of Washington, Seattle

9:00 Extreme Sibling Pair Designs for Quantitative Trait
Locus Mapping
Jin P Szatkiewicz", University of Pittsburgh; Eleanor
Feingold, University of Pittsburgh

9:15 A Hidden Markov Modeling Approach for
Admixture Mapping of Complex Diseases
Chun Zhang’, University of California Davis; Kun
Chen, University of California Davis; Michael F
Seldin, University of California Davis; Hongzhe Li,
University of California Davis

9:30 A Method for Using Complete and Incomplete Trios
to Identify Genes Related to a Quantitative Trait
Emily O. Kistner”, NIEHS; Clarice R Weinberg, NIEHS

9:45 Stochastic Search Gene Suggestion: A Bayesian
Hierarchical Model for Gene Mapping
Michael D Swartz’, Rice University, M. D. Anderson
Cancer Center; Marek Kimmel, Rice University

10:00 Floor Discussion

9. CoNTRIBUTED PAPERS: CLINICAL TRIALS AND

EriDEMIOLOGIC METHODS Dugquesne

Sponsor: ENAR
Chair: Larry Gould, Merck Research Laboratories

8:30 Recurrent Episodes Analysis
Jun Yan®, University of lowa; Jason P, Fine, University
of Wisconsin-Madison

8:45 A Phase Il Trial Design Based on Median Time To
Event
Theodore G. Karrison®, University of Chicago;
Dezheng Huo, University of Chicago
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9:00 Piecewise Constant Cross-Ratio Estimates for
Bivariate Survival Data
Bin Nan’, University of Michigan; Xihong Lin,
University of Michigan; Lynda D. Lisabeth,University
of Michigan Sioban D. Harlow, University of
Michigan

9:15 First-Year Survival of Infants Born with Congenital
Heart Defects in Arkansas (1993-1998): A Survival
Analysis Using Registry Data
Mario A. Cleves, University of Arkansas for Medical
Sciences; Sadia Ghaffar, University of Arkansas for
Medical Sciences; Weizhi Zhao", University of
Arkansas for Medical Sciences; Bridget S. Mosley,
University of Arkansas for Medical Sciences;
Charlotte A. Hoobs, University of Arkansas for
Medical Sciences

9:30 Sample Size and Power of Randomized Designs
Feifang Hu", University of Virginia

9:45 A General Imputation Method for Causal Inference
and G-Computation Formula
Zhuo Yu', Bristol-Myers Squibb; Mark van der Laan,
University of California at Berkeley

10:00 Comparison of Estimation Techniques For Medical
Costs with Censored Data
Corina M. Sirbu’, Michigan State University; Joseph

C. Gardiner, Michigan State University

0. CoNTRIBUTED PAPERS: BAYESIAN CLINICAL TRIAL

DESIGN AND ANALYSIS Rivers
Sponsor: ENAR

Chair: Gary Rosner, M.D. Anderson Cancer Center

8:30 Bayesian Optimal Design for Phase Il Screening Trials

Meichun Ding’, Rice University; Gary L. Rosner,
M.D. Anderson Cancer Center; Peter Mueller, M.D.
Anderson Cancer Center

8:45 Adjustable Bayesian Two-Stage Design
Ming Li", Vanderbilt University Medical Center; Yu
Shyr, Vanderbilt University Medical Center

9:00 A Bayesian Approach for Designing Futility Rules in
Large Clinical Trials
Ben L. Trzaskoma’, Eli Lilly & Company;
Andreas Sashegyi, Eli Lilly & Company

9:15 Sample Size Re-Estimation Using Posterior
Predictive Power in Randomized Clinical Trials with
Binary Outcomes
Hyung Woo Kim®, MD Anderson Cancer Center;
Donald Berry, MD Anderson Cancer

9:30 Predictive Probability in Phase Il Cancer Clinical Trials
Diane D. Liu, M.D. Anderson Cancer Center; |. Jack
Lee, M.D. Anderson Cancer Center
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9:45 Bayesian Approach to Individual Bioequivalence
Pulak Ghosh®, Georgia State University; Ravindra
Khattree, Oakland University

10:00 Two-Sample Confidence Intervals for Threshold
Violation Probabilities: Application to Noninferiority
Testing
Alan H. Feiveson’, Johnson Space Center; Linda C
Shackelford, Johnson Space Center

| I. CoNTRIBUTED PAPERS: SPATIAL MODELING |
Sponsor: ENAR Kings Terrace
Chair: Sudipto Banerjee, University of Minnesota

8:30 Generalized Multiple Spatial Factor Model
Xuan Liu®, University of Minnesota; Melanie M. Wall,
University of Minnesota

8:45 Confidence Intervals for the Ratio of Intensities
Traci L. Leong”, Emory University; Andrew N. Hill,
Emory University; Lance A. Waller, Emory University

9:00 Weighted U-Statistics from Non-ldentically
Distributed Data with Application to the Regression
of Interpoint Distances
Dionne A. Graham®, Harvard School of Public Health;
Marcello Pagano, Harvard School of Public Health

9:15 Exploring Goodness-of-Fit and Spatial Correlation
Using Components of Tango’s Index of Spatial Clustering
Monica C. Jackson’, Emory University; Lance A.
Waller, Emory University

9:30 Decoupling Local and Global Behavior in Spatial Models
Tilmann J. Gneiting”, University of Washington;
Martin Schlather, Universite du Luxembourg

9:45 Maximum Efficiency Robust Tests for Focused
Clustering
Pablo E. Bonangelino®, George Washington
University; Thomas A. Louis, Johns Hopkins University

10:00 Test for Isotropy for Spatial Point Processes
Yongtao Guan’, University of Miami; Michael
Sherman, Texas A&M University; James A. Calvin,
Texas A&M University

Monday, March 29
10:15-10:30 a.m.

Break Exhibit Hall-Ballroom 2

PITTSBURGH, PA

Monday, March 29
10:30 a.m.—12:15 p.m.

| 2. EsTIMATION AND INFERENCE IN MIXED-EFFECTS
MODELS Sterlings 2 & 3

Sponsors: ENAR/ASA Section on Statistics and the Environment/
ASA Biopharmaceutical Section

Organizer: Edward F Vonesh, Baxter Healthcare Corporation
Chair: Geert Verbeke, Biostatistical Centre, Katholieke
Universiteit Leuven

10:30 Laplace Approximation Based Methods in Nonlinear
Mixed Effects Models
Lei Nie®, University of Maryland at Baltimore County;
Edward F. Vonesh, Baxter Healthcare Corporation;
Jinglin Zhong, Merck & Co.; Dibyen Majumdar,
University of lllinois at Chicago

10:55 Hypothesis Testing in Mixed-Effects Models
Edward F. Vonesh®, Applied Statistics Center, Baxter
Healthcare Corporation

11:20 Influence and Residual Diagnostics in Mixed Models
Oliver Schabenberger®, SAS Institute Inc.
I1:45 Score Tests for Variance Components

Geert Molenberghs®, Limburgs Universitair Centrum,
Diepenbeek, Belgium Geert Verbeke, Katholieke
Universiteit Leuven, Leuven, Belgium

12:10 Floor Discussion

| 3. METHODOLOGICAL ISSUES IN PRESERVING

CONFIDENTIALITY IN PuBLIc Use DATASETS
Ballroom 3

Sponsor: ASA Section on Survey Research Methods
Organizer: Michael Elliott, University of Pennsylvania
Chair: Michael Elliott, University of Pennsylvania

10:30 Inferentially Valid Synthetic Data Sets for Disclosure
Limitation
Trivellore E. Raghunathan®, University of Michigan
I1:15 Disclosure Limitation Via Partially Synthetic Multiply

Imputed Datasets
Jerome P, Reiter”, ISDS, Duke University
12:00 Discussants: Donald Rubin, Harvard University; Alan

Zaslavsky, Harvard University
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4. MoDELING TREATMENT USe & EFFECTIVENESS IN
MENTAL ILLNESS Kings Garden North

Sponsor: ENAR
Organizer: Sharon- Lise Normand, Harvard School of Medicine
Chair: Sharon-Lise Normand, Harvard School of Medicine

10:30 A Naturalistic Study of Serious Adverse Effects of
Atypical Antipsychotics in a Large Multi-Ethnic
Publicly Insured US Population
Marcela Horvitz-Lennon®, Harvard Medical School;
Rusty Tchernis, Harvard Medical School; Larry
Zaborsky, Harvard Medical School; Sharon-Lise
Normand, Harvard Medical School and Harvard
School of Public Health

11:00 Evaluating the Use of Refreshment Samples for
Making Inferences in the Presence of Non-Ignorable
Missing Data
Douglas E. Levy, Harvard Medical School; Sharon-
Lise Normand, Harvard Medical School; and
Harvard School of Public Health

11:30 Accounting for Treatment-Noncompliance and
Missing Outcomes in Randomized Trials
A. James O’Malley’, Harvard Medical School;
Sharon-Lise Normand, Harvard Medical School,
Harvard School of Public Health

12:00 Discussants: Ann Hohmann, NIMH; Robert

Rosenheck, M.D., Yale School of Medicine

| 5. ENVIRONMENTAL STATISTICS Le Bateau

Sponsors: IMS/ASA Section on Statistics and the Environment
Organizer: Tilmann Gneiting, University of Washington
Chair: Tilmann Gneiting, University of Washington

10:30 Spatial Association Between Speciated Fine Particles
and Human Health Effects
Montserrat Fuentes®, North Carolina State
University; Hae-Ryoung Song, North Carolina State
University; Sujit Ghosh, North Carolina State
University; David Holland, U.S. EPA

10:55 Longitudinal and Spatial Analysis of Short-Term
Respiratory Health Effects of Air Pollution
Paul Rathouz®, University of Chicago; Vanja Dukic,
Dept. of Health Studies and CISES; Dana
Draghicescu, CISES; Edward Naureckas, Dept. of
Medicine and CISES; Xiaoming Bao, CISES; John
Frederick, Dept. of Geophysical Sciences and CISES;
Alexis Zubrow, CISES
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11:20 Functional Data Analysis Methods in the
Environmental Sciences
Wendy Meiring”, University of California, Santa Barbara
11:45 Separable Approximations Of Space-Time
Covariances
Marc G. Genton’, North Carolina State University

12:10 Floor Discussion

| 6. SPECIAL CONTRIBUTED SESSION: ADDRESSING THE

LOOMING SHORTAGE OF STATISTICIANS Kines Garden South

Sponsor: ASA Section on Statistical Education
Organizer: Bonnie LaFleur, Food and Drug Administration
Chair: Bonnie LaFleur, Food and Drug Administration

10:30 The Potential for AP Statistics to Lead to More
Statisticians
Linda J. Young", University of Florida
10:55 Two Programs to Attract Students to Statistics/
Biostatistics
Dennis D. Boos®, North Carolina State University
11:20 Creating and Sustaining a Dynamic Undergraduate
Statistics Program
Bruce J. Collings”, Brigham Young University
I1:45 Where Are We and What Is NIH Doing About It?
Dennis O. Dixon®, NIH, NIAID

12:10 Floor Discussion

| 7. CoONTRIBUTED PAPERS: SURVIVAL METHODS WITH
RaNDoM ErrecTs, NONCOMPLIANCE, OR LONGITUDINAL

DATA Brigade
Sponsor: IMS

Chair: Xuelin Huang, M.D. Anderson Cancer Center

10:30 Semiparametric Linear Transformation Models with

Random Effects for Clustered Failure Time Data
Donglin Zeng’, University of North Carolina; Danyu
Lin, University of North Carolina; Xihong Lin,
University of Michigan

10:45 A Corrected Pseudo-Score Approach for Additive
Hazards Model with Longitudinal Covariates
Measured with Error
Xiao Song’, University of Washington; Yijian Huang,
Fred Hutchinson Cancer Research Center

11:00 Bivariate Truncated Failure Time Data
Rinku Sutradhar”, University of Waterloo; Richard J.
Cook, University of Waterloo
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I1:15 Nonparametric Estimation of the Bivariate
Recurrence Time Distribution
Chiung-Yu Huang’, University of Minnesota; Mei-
Cheng Wang, Johns Hopkins University

11:30 A Generalized Residual For Multivariate Survival And
Frailty Models
Kirby L Jackson®, University of South Carolina

I1:45 An Improved Small-Sample Variance Estimator for

the Analysis of Clustered Survival Data
Rong Zhou', Medpace, Inc.; Jorge G. Morel, P&G
Pharmaceuticals, Inc.

12:00 Structural Proportional Hazards Models For Causal
Inference In Clinical Trials
Els JT Goetghebeur’, Ghent University; Tom Loeys,

Harvard School of Public Health

| 8. CoNTRIBUTED PAPERS: EPIDEMIOLOGIC METHODS

Rivers
Sponsor: ENAR

Chair: Mitch Gail, National Cancer Institute

10:30 Multipoint Linkage Disequilibrium Mapping Using
Case-Control Designs
Kung-Yee Liang, National Health Research Institutes;
Yen-Feng Chiu’, National Health Research Institutes

10:45 Case-Control Studies of Gen-Environment
Interactions with Missing Data
Christine Spinka’, Texas A&M University; Nilanjan
Chatterjee, National Cancer Institute; Raymond J.
Carroll, Texas A&M University

11:00 Case-Cohort Designs and Analysis for Clustered
Failure Time Data
Shou-En Lu", University of Medicine and Dentistry of
New Jersey; Joanna H. Shih, National Cancer Institute

I1:15 Semi-Parametric Survival Analysis of Case-Control
Family Data
Lu Chen’, University of Washington; Li Hsu, Fred
Hutchinson Cancer Research Center

11:30 A Comparison of Methods Used to Assess
Confounding and Mediation in Logistic Regression
Lorraine G. Ogden’, University of Colorado; Leann
Myers, Tulane University

I 1:45 Regression Adjustments to Estimators of Average
Causal Effects That Use Stratification or Weighting
Via the Propensity Score
Jared K. Lunceford®, Merck Research Laboratories;
Marie Davidian, North Carolina State University

PITTSBURGH, PA

12:00 Multivariate Graphics for FDA of Hormone Patterns
in the Menopausal Transition
Peter M. Meyer”, Rush University Medical Center;
Judith L. Luborsky, Rush University Medical Center;
Sioban Harlow, University of Michigan; Daniel S.
McConnell, University of Michigan; Imke Janssen,

Rush University Medical Center

19. CoNTRIBUTED PAPERS: LINKAGE DISEQUILIBRIUM
AND QTL ANALYSIS

Sponsor: ENAR
Chair: Fei Zou, University of North Carolina at Chapel Hill

Heinz

10:30 High Resolution LD Mapping of QTL by Multiple
Markers
Jeesun Jung, Texas A&M University; Ruzong Fan’,
Texas A&M University

10:45 Tagging Candidate Genes with Spectral
Decomposition
Zhaoling Meng’, Merck & Co., Inc.; Dmitri V. Zaykin,
GlaxoSmithKline

11:00 Fine-Scale Mapping of Disease Genes Based on
Linkage Disequilibrium
Na Li", University of Minnesota; Matthew Stephens,
University of Washington

I1:15 Genetic Association Mapping Under Founder
Heterogeneity Via Haplotype Similarity Analysis in
Candidate Genes
Kai Yu", Washington University; Charles Gu,
Washington University; Mike Province,
Washington University; Chengjie Xiong, Washington
University; D.C. Rao, Washington University

11:30 A Unifying Model for Fine Mapping of Quantitative
Trait Loci Affecting CD4+ T Cell and HIV-1
Dynamics Under Highly Active Antiretroviral Therapy
Zuoheng Wang’, University of Florida; Rongling Wu,
University of Florida

I1:45 A Statistical Genetic Model for Integrating Growth
and Development
Min Lin", University of Florida; Rongling Wu,
University of Florida

12:00 Floor Discussion
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20. CoNTRIBUTED PAPERS: LARGE ScALE MULTIPLE

TESTING

Kings Terrace

Sponsors: ENAR/IMS
Chair: Grier P. Page, University of Alabama, Birmingham

10:30

10:45

11:00

I1:15

11:30

I'1:45

12:00

A Bayesian Perspective on False Discovery and False
Non-Discovery Rates

Jie Chen’, Merck Research Laboratories; Sanat K.
Sarkar, Temple University

Improving Estimation of the False Discovery Rate
Stan B. Pounds’, St. Jude Children’s Research
Hospital; Cheng Cheng, St. Jude Children’s Research
Hospital

An Empirical Bayes Adjustment to Multiple P-Values
Somnath Datta, University of Georgia; Susmita
Datta’, Georgia State University

New Procedures for Controlling False Discovery Rate
Zhongfa Zhang', Case Western Reserve University;
Jiayang Sun, Case Western Reserve University

A Mixture Model for Identifying Differentially
Expressed Genes in DNA Microarray

Jiangang Liao’, UMDNJ; Yong Lin, Cancer Institute of
New Jersey; Zachariah Selvanayagam, University of
Medicine and Dentistry of New Jersey; Joe Shih,
University of Medicine and Dentistry of New Jersey
Analysis of Multifactor Designs with Large Number
of Factor Levels

Haiyan Wang’, Penn State University; Michael G. Akritas,
Penn State University

Sharp Simultaneous Intervals for the Means of
Selected Populations with Application to Microarray
Data Analysis

Jing Qiu", Cornell University; ]. T. Gene Hwang,

Cornell University

2|. CoNTRIBUTED PaPERS: CAUSAL INFERENCE

Sponsor: ENAR

Duguesne

Chair: Brent Johnson, University of North Carolina at Chapel Hill

10:30

10:45
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Causal Inference in Hybrid Intervention Trials
Involving Treatment Choice

Qi Long’, University of Michigan; Roderick ]. Little,
University of Michigan; Xihong Lin, University of
Michigan

Examining Sensitivity to the Exclusion Restriction for
Instrumental Variables Estimators of Treatment Effect
Joseph W. Hogan", Brown University; Tony Lancaster,
Brown University; Jason Roy, University of Rochester;
Donald Alderson, Brown University

11:00

I1:15

11:30

I1:45

12:00

Modifications to Marginal Structural Models and
Associated Weighted Estimation

Marshall M. Joffe’, University of Pennsylvania; Jill
Knauss, University of Pennsylvania; Bruce Robinson,
University of Pennsylvania; Harold |. Feldman,
University of Pennsylvania

Causal Random Effects Linear Model Using
Nagelkerke’s Instrumental Variable Approach in a
Longitudinal Setting

Julia Y. Lin®, University of Pennsylvania; Thomas Ten
Have, University of Pennsylvania

Exploring Intrinsic Dependence with El CID

Tailen Hsing, Texas A&M University; Li-yu Liu®, Texas
A&M University; Marcel Brun; Texas A&M University;
Edward R. Dougherty, Texas A&M University

A Mixed-Effect Propensity Adjustment forTreatment
Effectiveness Analyses of Ordinal Doses

Andrew C. Leon’, Cornell University; Don Hedeker,
University of lllinois at Chicago; Jedediah Teres,
Cornell University

Floor Discussion

22. CoNTRIBUTED PaPERs: CLINICAL TRIALS: ADAPTIVE
DEesigN AND OPTIMIZATION

Benedum

Sponsors: ENAR/IMS
Chair: Peter Thall, M.D. Anderson Cancer Center

10:30

10:45

11:00

I1:15

11:30

11:45

12:00

Adaptive Design with Covariates

George Sirbu’, Michigan State University

Power Comparisons of Adaptive Two-Stage Designs
Cyrus R. Mehta’, Cytel Software Corporation;
Anastasios Tsiatis, North Carolina State University;
Yuliya Lokhnygina, North Carolina State University
An Optimal Biased Coin Adaptive Design for
Heteroskedastic Outcomes

Thomas E. Gwise’, University of Virginia; Feifang Hu,
University of Virginia

Optimal Two-Stage Adaptive Designs

Yuliya Lokhnygina®, North Carolina State University;
Anastasios A. Tsiatis, North Carolina State University
A Flexible Method for Design of Two-Stage Adaptive
Procedures

Tatsuki Koyama’, Vanderbilt University Medical
Center; Leon J. Gleser, University of Pittsburgh;
Allan R. Sampson, University of Pittsburgh
Designing Nonlinear Experiments Using
Nonenumerative Strategies

A. John Bailer”, Miami University; Stephen Wright,
Miami University

A Note on Comparing Efficacy Proportions in Two-
Stage Clinical Trials

Kallappa M. Koti’, U.S. Food and Drug Administration
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Monday, March 29
12:15-1:30 p.m.

RoUNDTABLE LUNCHEONS Ballroom |

Monday, March 29
1:45-3:30 p.m.

23. CHALLENGING ISSUES IN THE ANALYSIS OF
LoNGITUDINAL/CLUSTERED DATA

Sterlings 2 & 3
Sponsors: ENAR/ASA Biometrics Section

Organizer: Naisyin Wang, Texas A&M University

Chair: Naisyin Wang, Texas A&M University

1:45 Semiparametric Longitudinal/Spatial Modeling of
Binary Outcomes, with Application to Aberrant
Crypt Foci in Colon Carcinogenesis Experiments
Tatiyana V. Apanasovich’, Ph.D., Texas A&M
University; Raymond J. Carroll, Texas A&M University

2:10 Estimation of Regression Models for the Mean of
Repeated Outcomes Under Non-Ignorable Non-
Monotone Non-Response
Stijn Vansteelandt’, Ghent University; Andrea
Rotnitzky, Harvard School of Public Health; James M.
Robins, Harvard School of Public Health

2:35 Accounting for Response Correlation in Varying-
Coefficient Models
Naisyin Wang, Texas A&M University; Jeng-Min
Chiou’, National Health Research Institutes, Taiwan

3:00 Dynamic Criteria and Longitudinal Accuracy
Patrick J. Heagerty", University of Washington
3:25 Floor Discussion

24. STATISTICAL IsSUES IN EMERGING DISEASES
Kings Garden North

Sponsor: ASA Section on Risk Analysis
Organizer: Steve A. Anderson, U.S. Food and Drug
Administration

Chair: Susan M. Sereika, University of Pittsburgh

1:45 Bse and Prion Diseases in North America - What
Are the Risks?
Steven A. Anderson’, U.S. Food and Drug
Administration

PITTSBURGH, PA

2:15 Estimated Risk of West Nile Virus Transfusion
Transmission Through Voluntary Blood Donation in
the United States, 2002
Brad |. Biggerstaff’, National Center for Infectious
Diseases Centers for Disease Control and
Prevention; Lyle R. Petersen, National Center for
Infectious Diseases Centers for Disease Control and
Prevention

2:45 Containing Pandemic or Bioterrorist Influenza with
Antivirals
M. Elizabeth Halloran®, Emory University; Ira M.
Longini, Emory University; Yang Yang, Emory
University; Azhar Nizam, Emory University

3:15 Floor Discussion

25. StaTisTIcAL MODELS FOR COMPLEX DATA IN

AGRICULTURAL AND ENVIRONMENTAL STUDIES
Kings Garden South

Sponsor: ASA Section on Statistics and the Environment
Organizers: Estelle Russek-Cohen, University of Maryland-
College Park and Jun Zhu University of Wisconsin-Madison
Chair: Mary Christman, University of Maryland-College Park

1:45 A Semiparametric Stochastic Mixed Model for
Increment-Averaged Data with Application to
Carbon Sequestration in Agricultural Soils
F. Jay Breidt’, Colorado State University; Nan-Jung
Hsu, National Tsing Hua University; Stephen Ogle,
Colorado State University
2:10 Factor Analysis Models for Pollution Source
Apportionment
William F. Christensen’, Brigham Young University
2:35 A Spatial-Temporal Auto-Logistic Regression Model
for the Analysis of the Southern Pine Beetle
Outbreaks
Jun Zhu'", University of Wisconsin — Madison; Hsin-
Cheng Huang, Institute of Statistical Science,
Academia; Sinica Chi-tsung Wu, Feng Chia University
3:00 Prediction of Riverine Sediment Categories Using a
Spatial Mixture Model
Mark S. Kaiser®, lowa State University; Kyoji Furukawa,
lowa State University

3:25 Floor Discussion

27



TENAR

SCIENTIFIC PROGRAM

26. THE FUTURE OF BIOSTATISTICAL SCIENCE

Ballroom 3

Sponsors: ENAR/ASA Biometrics Section
Organizer: Marvin Zelen, Harvard University.
Chair: Marvin Zelen, Harvard University

1:45 Introductory Remarks
Panel Discussion
Donald A. Berry, M.D. Anderson Cancer Center
David P Harrington, Dana-Farber Cancer Center
and Harvard University
George W. Williams, Amgen, Inc.

27. BAYESIAN METHODS IN SURVIVAL ANALYSIS

Benedum
Sponsor: IMS
Organizer: Radu Craiu, University of Toronto
Chair: Radu Craiu, University of Toronto
1:45 Multiresolution Models in Multicenter Survival Data

Analysis
Peter Bouman, Northwestern University; Vanja
Dukic”, University of Chicago; James Dignam,
University of Chicago; Xiao-Li Meng, Harvard
University

2:10 Bayesian Estimation of Multivariate Frailty Models
for Exchangeable Survival Data
Catalina Stefanescu®, London Business School; Bruce
Turnbull, Cornell University

2:35 A Simple Approach to Fitting Bayesian Survival Models
Paul Gustafson®, University of British Columbia;
Dana Aeschliman, University of British Columbia;
Adrian R. Levy, University of British Columbia

3:00 A New Model for Longitudinal and Survival Data
with a Cure Fraction
Ming-Hui Chen Chen", University of Connecticut;
Joseph G. Ibrahim, University of North Carolina;
Debajyoti Sinha, Medical University of South Carolina

3:25 Floor Discussion
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28. CoNTRIBUTED PAPERS: ANALYSIS OF IMAGING DATA

D
Sponsor: ENAR =uquesne
Chair: DuBois Bowman, Emory University
1:45 Covariate Adjustment in Partial Least Squares for

the Extraction of the Spatial-Temporal Pattern From
Positron Emission Tomography Data
Lei Xu", Merck & Co., Inc.; Sati Mazumdar,
University of Pittsburgh; Julie Price, University of
Pittsburgh

2:00 Estimation in Nonlinear Regression with
Applications to Kinetic Modeling with Pet Imaging Data
Todd Ogden”, Columbia University; Thaddeus Tarpey,
Wright State University

2:15 Metabolite Curve Fitting in Pet Imaging Studies of
Neuroreceptor Mapping
Songmei Wu", Columbia University; Todd Ogden,
Columbia University; Ramin V. Parsey, NYSPI;
John Mann, NYSPI

2:30 Exploring Spatial Relationships in Functional
Neuroimaging Data
Rajan S. Patel’, Emory University; F. Dubois
Bowman, Emory University; Chengxing Lu, Emory
University

2:45 A Template Method for Combining Fmri
Connectivity Across Subjects
Raymond G. Hoffmann®, Medical College of
Wisconsin; Natalia S. Lawrence, Institute of
Psychiatry London, England; Elliot A. Stein, NIDA-IRP

3:00 Brain Function, the Movie: Optical Imaging of Brain
Activity
Kary L. Myers’, Carnegie Mellon University

3:15 Floor Discussion

29. CoNTRIBUTED PAPERS: CLINICAL TRIALS:

NoN-PARAMETRIC METHODS

Brigade
Sponsor: ENAR

Chair: Rick Chappell, University of Wisconsin

1:45 Nonparametric Prediction of Event Times in
Randomized Clinical Trials
Gui-shuang Ying", University of Pennsylvania; Daniel
Heitjan, University of Pennsylvania; Tai-Tsang Chen,
Columbia University

2:00 A New Binomial Variance Estimator for the Kaplan-
Meier Survival Function
Craig B. Borkowf", Centers for Disease Control and
Prevention
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2:15 A Nonparametric Test for Comparing Several
Survival Curves with Interval Censored Data
Dae Ryong Kang’, Yonsei University, South Korea;
Jinheum Kim, University of Suwon, South Korea;
Chung Mo Nam, Yonsei University, South Korea
2:30 Pair-Wise Comparison Estimation of Clustered
Nonparametric Transformation Models
Yan Li*, Rush University Medical Center; Daniel
Zelterman, Yale University
2:45 Nonparametric Model Selection for Cox’s
Proportional Hazard Model
Chenlei Leng", University of Wisconsin; Hao Helen
Zhang, North Carolina State University; Yi Lin,
University of Wisconsin; Grace Wahba, University of
Wisconsin; . J. Schoenberg, University of Wisconsin
3:00 Marginal Estimation in Multistage Models Using
Current Status Data
Somnath Datta, University of Georgia; Rajeshwari
Sundaram®, University of North Carolina-Charlotte

3:15 Floor Discussion

30. CoNTRIBUTED PAPERS: LINKAGE ANALYSIS

Sponsors: ENAR/IMS Heinz

Chair: Zhaoling Meng, Merck & Co, Inc.

1:45 Unification of Variance Components and Haseman-
Elston Regression for Quantitative Trait Linkage
Analysis
Wei-Min Chen’, Johns Hopkins University; Karl W.
Broman, Johns Hopkins University; Kung-Yee Liang,
Johns Hopkins University

2:00 A Latent Variable Model of Linkage Analysis for
Ordinal Traits
Rui Feng’, Yale University; Heping Zhang, Yale
University

2:15 Asymptotic Equivalence of Several Affected Sibship
Statistics in Nonparametric Linkage Analysis
Xiaoling Wu', Johns Hopkins University; Daniel Q.
Naiman, Johns Hopkins University

2:30 Testing for Homogeneity in Genetic Linkage Analysis
Yuejiao Fu’, University of Waterloo; Jiahua Chen,
University of Waterloo; Jack D. Kalbfleisch,
University of Michigan

2:45 The IBD Distribution of a Sib Pair and the Limiting
Distribution of Test Statistic in Asp Linkage Analysis
Jiahua Chan, University of Waterloo; Mary E.
Thompson, University of Waterloo; Zeny Z. Feng’,
University of Waterloo

PITTSBURGH, PA

3:00 Variance-Component Linkage Methods for Complex
Trait Data
Michael P Epstein’, Emory University; Xihong Lin,
University of Michigan; Michael Boehnke, University
of Michigan

3:15 Quantitative Trait Linkage Analysis Using Gaussian
Copulas
Mingyao Li", University of Michigan; Peter X-K Song,
York University-Canada; Goncalo R. Abecasis,
University of Michigan; Michael Boehnke, University

of Michigan

3|. CoNTRIBUTED PAPERS: SURVEY RESEARCH DATA

Sponsor: ENAR Rivers

Chair: Dawei Xie, University of Michigan

1:45 Extensions of Mangat’s (1994) Randomized-
Response Model
Jong-Min Kim’", University of Minnesota at Morris;
Joshua M. Tebbs, Kansas State University; Seung-
Won An, Oklahoma State University

2:00 Use of Auxiliary Variables in Markov Sampling for
Finite Population
G.K. Balasubramani’, University of Pittsburgh;
Stephen R. Wisniewski, University of Pittsburgh

2:15 A Simple Sample Size Formula for Regression-Based
Reference Limits
Carine Bellera’, McGill University; James Hanley,
McGill University

2:30 Issues in the Analysis of Complex Survey Data:
Design Based Vs. Model Based Approaches
Marianne H. Bertolet®, Carnegie Mellon University;
Howard Seltman, Carnegie Mellon University; Joel
Greenhouse, Carnegie Mellon University; Kelly
Kelleher, Ohio State University

2:45 Flexible Matching in Sample Surveys Containing
Observational Studies
Ben B. Hansen’, University of Michigan

3:00 Does Weighting for Nonresponse Increase the
Variance of Survey Means?
Roderick J. Little®, University of Michigan; Sonya
Vartivarian, University of Michigan

3:15 Bias Correction in Rare Events Data
Bin Wang’, University of South Alabama; Yu Xu,
University of South Alabama; Candice M Ross,
University of South Alabama; Kun Huang, University

of South Alabama
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32. CoNTRIBUTED PAPERS: GENE SELECTION METHODS

KingsTe
Sponsors: ENAR/IMS Kings lerrace

Chair: Jane Olson, Case Western Reserve University

1:45 Comparison of Gene Selection Methods in Class
Prediction
Shibing Deng’, University of North Carolina at
Chapel Hill; Young Truong, University of North
Carolina at Chapel Hill

2:00 Probability Based Class Prediction in
Toxicogenomics
Nandini Raghavan’, J&|, PRD L.L.C.; Dhammika
Amaratunga, J&|, PRD L.L.C.; James J. Colaianne,
)&, PRD L.L.C.

2:15 A Semiparametric Approach for Detecting
Prognostic Genes Associated with Survival Outcome
in Microarray Studies
Kouros Owzar®, Duke University Medical Center;
Sin-Ho Jung, Duke University Medical Center;
Pranab Kumar Sen, University of North Carolina at
Chapel Hill

2:30 Modeling Strategies for Neural Networks Based on
AIC Criteria and Genetic Algorithms
Doug Landsittel’, University of Pittsburgh;
Harshinder Singh, West Virginia University and
NIOSH Biostatistics Branch; Vincent C. Arena,
University of Pittsburgh; Stewart |. Anderson,
University of Pittsburgh

2:45 Some New Results in Multivariate Analysis
Samuel W. Wu', University of Florida; Hongying Li,
University of Florida; George Casella, University of
Florida

3:00 Floor Discussion

33. CoNTRIBUTED PAPERS: GENERALIZED LINEAR

MODELS
Le Bateau

Sponsor: ENAR
Chair: Boris Iglewicz, Temple University

1:45 A Hybrid Method for the Analysis of Poisson and
Over-Dispersed Poisson Count Data with Zero-
Inflation
Grace X. Liu®, Merck, Inc.; Dirk . Moore, UMDN]
2:00 Investigation of the Behavior of Poisson Regression
with Very Small Counts with Application To
Mortality Data Analysis
Yue Cui", University of Minnesota; Melanie M Wall,
University of Minnesota

30

2:15 Assessing Poisson-Ness: How Fishy is the Mouse?
Michael A. Newton", University of Wisconsin-
Madison; David Hastie, Bristol University

2:30 Quantile Dispersion Graphs for Poisson Regression
Models
Siuli Mukhopadhyay®, University of Florida; Andre I.
Khuri, University of Florida

2:45 Anatomical Location of Active Spinal Neurons Using
C-Fos Gene Expression
Xiaofeng Wang", Case Western Reserve University;
Kenneth J. Gustafson, Case Western Reserve
University and the Cleveland VA FES Center;
Michael A. Moffitt, Case Western Reserve
University; Scott Snyder, Case Western Reserve
University; Warren M. Grill, Case Western Reserve
University and the Cleveland VA FES Center; Jiayang
Sun, Case Western Reserve University

3:00 Estimation of the Change-Point in Generalized
Linear Models
Hongling Zhou", Johns Hopkins University; Kung-Yee
Liang, Johns Hopkins University

3:15 Tests for Pairwise Multiple Comparisons of
Coefficients of Variation
Yvonne M. Zubovic’, Indiana University Purdue
University-Fort Wayne; Chand K. Chauhan, Indiana

University Purdue University-Fort Wayne

Monday, March 29
3:30-3:45 p.m.

Break Exhibit Hall-Ballroom 2
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Monday, March 29
3:45-5:30 p.m.

34. NONPARAMETRIC REGRESSION TECHNIQUES APPLIED

TO ANALYSIS OF SURVIVAL DATA Kings Garden North

Sponsors: IMS/ENAR/ASA Biometrics Section
Organizer: Chin-Shang Li, St. Jude Children’s Research Hospital
Chair: Chin-Shang Li, St. Jude Children’s Research Hospital

3:45 Marginal Hazard Models with Varying-Coefficients
for Multivariate Failure Time Data
Jianwen Cai®, University of North Carolina at Chapel
Hill; Jianging Fan, Princeton University; Haibo Zhou,
University of North Carolina at Chapel Hill; Yong
Zhou, University of North Carolina at Chapel Hill

4:15 Estimation in Accelerated Failure Models
Robert L. Strawderman®, Cornell University

4:45 Analysis of the Additive Hazards Model with
Measurement Errors - Nonparametric Correction
Method
Jianguo (Tony) Sun’, University of Missouri; Liuquan
Sun, University of Missouri

5:15 Floor Discussion

35. StaTisTIcS IN GENETICS Kines Garden South

Sponsors: ASA Biopharmaceutical Section/ENAR
Organizer: Jinyu Yuan, Merck Research Laboratories
Chair: Jinyu Yuan, Merck Research Laboratories

3:45 Human Quantitative Trait Locus Mapping with
Selected Samples
Eleanor Feingold®, University of Pittsburgh; Jin P
Szatkiewicz, University of Pittsburgh

4:10 Assessing the Potential Impact of Population
Stratification and Inbreeding on Commonly Used
Statistical Methods for Association Studies
Zhaohai Li*, George Washington University; Joseph
Gastwirth, George Washington University; Mitchell
Gail, National Cancer Institute, National Institutes of
Health

4:35 SNP Selection and Haplotype Analysis in Identifying
Disease Genes
Hongyu Zhao", Yale University

5:00 Genetic Dissection of Complex Traits
Kai Yu", Washington University
5:25 Floor Discussion

PITTSBURGH, PA

36. AsseSSING EFFicacy IN A CHANGING BACKGROUND

Sponsor: ASA Section on Risk Analysis Sterlings 2 & 3

Organizer: David Banks, Duke University
Chair: Vincent C. Arena, University of Pittsburgh

3:45 Heterogeneity of Efficacy Assessment Across Space
and Time: Statistical and Healthcare Utilization
Implications
Demissie Alemayehu’, Pfizer and Columbia University

4:15 Comparing Hypertensive Therapies Over Time
and Place
Thomas Lumley®, University of Washington

4:45 Lessons in Drug Efficacy Comparisons from Metrology
David Banks', Duke University

5:15 Floor Discussion

37. THe Causes AND CONSEQUENCES oF HIPAA:
A StaTisTICIAN’S PERSPECTIVE (HIPAA: HEALTH

INSURANCE PORTABILITY AND ACCOUNTABILITY ACT)

Ball 3
Sponsor: ENAR Gallroom

Organizers: Sumithra J. Mandrekar, Ph.D., Mayo Clinic and
Jayawant N. Mandrekar, Ph.D., Mayo Clinic

Chairs: Sumithra J. Mandrekar, Ph.D., Mayo Clinic and Jayawant
N. Mandrekar, Ph.D., Mayo Clinic

3:45 HIPAA Data Standards and Health Information: The
Good, The Bad, and The Ugly
Christopher G. Chute’, Mayo Clinic

4:10 Practical Issues of Sharing Data and Biological
Specimens Under HIPAA
Gerald ). Beck’, Cleveland Clinic Foundation

4:35 Sharing and Publication of Data on Individual
Patients: Scientific, Ethical and Regulatory Issues
Andrew ]. Vickers’, Memorial Sloan-Kettering
Cancer Center

5:00 Discussant: David L. DeMets, Department of
Biostatistics and Medical Informatics

5:25 Floor Discussion
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38. INFORMATION RELATED PROBLEMS IN BioLoGY

Benedum

Sponsor: IMS
Organizer: Xiao-Li Meng, Harvard University
Chair: Daniel Nicolae, University of Chicago

3:45

4:15

4:45

5:15

Informativeness of Genetic Markers for Inference of
Ancestry

Noah A. Rosenberg, University of Southern
California; Lei Li, University of Southern California;
Ryk Ward, University of Oxford; Jonathan K.
Pritchard’, The University of Chicago
Information-Driven Marker Selection for Large Scale
Genomic Studies on Complex Traits

Tian Zheng", Columbia University; Shaw-Hwa Lo,
Columbia University

A Bayesian Framework for Quantifying Incomplete
Information in Statistical and Genetic Hypothesis Testing
Augustine Kong, deCode Genetics, Iceland; Xiao-Li
Meng", Harvard University; Dan Nicolae, The
University of Chicago

Floor Discussion

39. CoNTRIBUTED PAPERS: MissING DATA METHODS

Le Bateau

Sponsor: ENAR
Chair: Andrea Troxel, University of Pennsylvania

3:45

4:00

4:15

4:30
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Bayesian Analysis for Generalized Linear
Models with Nonignorably Missing
Covariates

Lan Huang’, University of Connecticut; Ming-Hui
Chen, University of Connecticut; Joseph G. Ibrahim,
University of North Carolina

Semiparametric Maximum Likelihood for Missing
Covariates in Parametric Regression

Zhiwei Zhang", University of Pittsburgh; Howard E.
Rockette, University of Pittsburgh

Semiparametric Models for Missing Covariates in
Generalized Linear Mixed Models

Qingxia Chen’, Biostatistics University of North
Carolina at Chapel Hill; Joseph Ibrahim, University
of North Carolina at Chapel Hill

Inference About the Propensity Penalized Spline
Prediction Method for Multivariate Data with
Missing Values

Hyonggin An", University of Michigan; Roderick J.
Little, University of Michigan

4:45 Semiparametric Bayesian Analysis of Matched
Case Control Studies with Missing Exposure
Samiran Sinha®, University of Florida; Bhramar
Mukherjee, University of Florida; Malay Ghosh,
University of Florida; Bani K. Mallick, Texas A&M
University; Raymond J. Carroll, Texas A&M University

5:00 Imputation of Missing Genotypic and Biomarker Data
to Improve a Risk Model for Lung Cancer
Carol ] Etzel", M.D. Anderson Cancer Center; Mei
Lu, M.D. Anderson Cancer Center; Hui Zhou, M.D.
Anderson Cancer Center;, Qingy Wei, M.D.
Anderson Cancer Center; Xifeng Wu, M.D.
Anderson Cancer Center; Margeret Spitz, M.D.
Anderson Cancer Center

5:15 Conditional Inference Methods for Poisson
Regression Models with Missing Data and Feedback
Jason Roy’", University of Rochester; Don Alderson,
Brown University; Joseph W. Hogan, Brown

University; Karen Tashima, Brown University

40. CoNTRIBUTED PAPERS: SURVIVAL ANALYSIS |
Sponsor: ENAR Rivers
Chair: Tony Sun, University of Missouri

3:45 Analysis of Time-to-Event Data with Incomplete
Event Adjudication
Thomas D. Cook’, University of Wisconsin,
Madison; Michael R. Kosorok, University of Wisconsin,

Madison

4:00 Parametric Estimation of Cumulative Incidence
Function
Jong-Hyeon Jeong’, University of Pittsburgh

4:15 Failure Time Analysis of HIV Vaccine Effects on Viral

Load and Treatment Initiation
Peter B. Gilbert, Fred Hutchinson Cancer Research
Center and University of Washington; Yanging Sun’,
University of North Carolina at Charlotte

4:30 A Sample Size Formula for the Supremum Log-Rank
Statistic
Kevin H. Eng, Brown University; Michael R.
Kosorok’, University of Wisconsin-Madison

4:45 Power Consideration in Survival Analysis with
Uncertain Endpoints
Hongwei Wang’, Rutgers University; Cong Chen,
Merck Research Laboratories; Steven M. Snapinn,
Merck Research Laboratories

5:00 Joint Modeling Survival and Recurrent Event Data
Xuelin Huang', M.D. Anderson Cancer Center
5:15 Semiparametric Efficient Estimation of Survival

Distribution in Two-Stage Randomization Designs
Abdus S. Wahed", University of Pittsburgh; Anastasios

A. Tsiatis, North Carolina State University
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4|. CoNTRIBUTED PAPERS: ENVIRONMENTAL AND
EcoLoaicAL APPLICATIONS

Brigade
Sponsor: ENAR
Chair: Paul Rathouz, University of Chicago

3:45 A Comparative Study of the Use of GAM and GLM
in Air Pollution Research
Shui He', University of Pittsburgh; Sati Mazumdar,
University of Pittsburgh; Vincent C. Arena,
University of Pittsburgh

4:00 Relating Pm2.5 Concentration Levels to Mortality
Using an Exposure Simulator
Catherine Calder’, Ohio State University;
Christopher Holloman, Battelle Memorial Institute;
Steven Bortnick, Battelle Memorial Institute; Warren
Strauss, Battelle Memorial Institute; Michele Morara,
Battelle Memorial Institute

4:15 A Simple Statistical Air Dispersion Model and Its
Prediction
Tae-Young Heo", North Carolina State University;
Jacqueline M. Hughes-Oliver, North Carolina State
University

4:30 Biologically Based Model for Estimating the
Formation Rate of Biomarker from Butadiene Air
Exposure: Frequentist and Bayesian Approaches
Sohee Park’, Harvard School of Public Health;
Louise M. Ryan, Harvard School of Public Health

4:45 Linear Regression with Type | Interval- and Left-
Censored Data
Mary-Lou Thompson, University of Washington;
Kerrie P Nelson®, University of South Carolina

5.:00 Floor Discussion

42. CoNTRIBUTED PAPERS: LONGITUDINAL DATA

ANALYSIS |

Duguesne
Sponsor: ENAR

Chair: Wensheng Guo, University of Pennsylvania

3:45 A Restricted Multivariate Random-Effects Model
with Applications to Assessing Radiation Therapy for
Brain Tumors
Hongbin Fang®, University of Maryland; Guoliang
Tian, University of Maryland; Xiaoping Xiong, St.
Jude Children’s Research Hospital; Ming Tan,
University of Maryland

4:00 Extending Historical Functional Linear Model Using
Penalized Regression Splines
Jaroslaw Harezlak®, Harvard School of Public Health;
Nan M. Laird, Harvard School of Public Health

PITTSBURGH, PA

4:15 Modeling Unequally Spaced Bivariate Growth Curve
with a Kalman Filter Approach
Qianyu Dang’, University of Pittsburgh; Stewart .
Anderson, University of Pittsburgh; Sati Mazumdar,
University of Pittsburgh
4:30 A Latent Class Regression Model for Longitudinal
Ordinal Outcomes
Don Hedeker”, University of lllinois at Chicago
4:45 Latent Predictors of Repeated Clinical Measures —
Application to Behavioral Risk Factors and Lung
Function Among Youth with Cystic Fibrosis
Melanie M. Wall*, University of Minnesota;
Joan Patterson, University of Minnesota
5:00 A Latent Changepoint Model Using a Generalized
Estimating Equations Approach
Ji-Hyun Lee", University of South Florida; Bahjat F.
Qagish, University of North Carolina at Chapel Hill
5:15 Floor Discussion

43. CoNTRIBUTED PAPERS: CLUSTERING AND

CLASSIFICATION METHODS

Heinz
Sponsors: ENAR/IMS

Chair: Hao Helen Zhang, North Carolina State University

3:45 Correcting The Loss of Cell-Cycle Synchrony in
Clustering Analysis of Microarray Data Using Weights
Fenghai Duan’, Yale University; Heping Zhang,
Yale University

4:00 An Up and Down Regulation Directed Clustering of
Temporal Gene Expressions
Lang Li", Indiana University; Stephen |. Metthew,
Indiana University; Howard Edenberg, Indiana University

4:15 Building Mixture Trees from Binary Sequence Data
Shu-Chuan Chen®, National Health Research
Institutes Taiwan, ROC; Bruce G. Lindsay,
Penn State University

4:30 CATS: Clustering After Transformation and Smoothing
Nicoleta Serban®, Carnegie Mellon University; Larry
Wasserman, Carnegie Mellon University

4:45 Sets of Complementary Lack of Fit Tests Based on
Edge Clusters
James W. Neill’, Kansas State University; Forrest R.
Miller, Kansas State University

5:00 Floor Discussion
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44, CoNTRIBUTED PAPERS: MIXTURE MODELS AND QT

CORRECTIONS Kings Terrace

Sponsors: ENAR/IMS
Chair: Paul Albert, National Institutes of Health

3:45 A Bayesian Mixture Model Relating Dose to Ciritical
Organs and Functional Complication in 3d
Conformal Radiation Therapy
Timothy D. Johnson®, University of Michigan; Jeremy
M.G. Taylor, University of Michigan

4:00 Hypothesis Testing in Mixture Regression Models
Hongtu Zhu', Columbia University; Heping Zhang,
Yale University

4:15 A Non-Linear Mixed Model of Parkinson’s Disease
Progression
Paulo Guimaraes’, Medical University of South
Carolina; Jordan Elm, Medical University of South
Carolina; Peng Huang , Medical University of South
Carolina; Yuko Palesch, Medical University of South
Carolina; Karl Kieburtz, University of Rochester;
Barbara Tilley, Medical University of South Carolina

4:30 Risk-Analysis Based Mixture Model Selection
Surajit Ray", University of North Carolina; Bruce G.
Lindsay, Pennsylvania State University

4:45 Asymptotic Properties of Minimum Distance
Estimator in Beta Mixture Distributions
Xuejun Peng’, Cleveland Clinic Foundation; Arnold
Stromberg, University of Kentucky; Constance
Wood, University of Kentucky

5:00 Optimal Data-Based Heart Rate Correction for QTL
Rene Kubiak®, Boehringer Ingelheim
Pharmaceuticals, Inc.; Steve Weldon, Boehringer
Ingelheim Pharmaceuticals, Inc.

5:15 Historical-Based Formula for Heart-Rate Corrected
QT Intervals in Beagle Dogs
Kevin Guo’, Eli Lilly and Company; Wendell C. Smith,

Eli Lilly and Company
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Tuesday, March 30
8:30-10:15 a.m.

45. WHAT MORE NEEDS TO BE DONE IN THE GRADUATE

?
TRAINING OF STATISTICIANS! Sterlines 2 & 3

Sponsors: ASA Section on Statistical Education/
ASA Biometrics Section

Organizer: Linda Young, University of Florida
Chair: Linda Young, University of Florida

8:30 From Graduate School to Industry: Softening the Blow
Janet Wittes”, Statistics Collaborative, Inc.

9:00 Preparing Statisticians for Collaborative and
Independent Research at the National Institutes of
Health
Mitchell H. Gail*, National Cancer Institute

9:30 The Exemplary Biostatistician in Academic Medical
Centers
Ralph G. O’Brien’, Cleveland Clinic Foundation

10:00 Floor Discussion

46. MeTHODS FOR COMBINING GENE EXPRESSION

DATASETS FROM DIFFERENT STUDIES
Kings Garden North

Sponsor: ENAR

Organizer: Elizabeth Garrett, Johns Hopkins University, Sidney
Kimmel Comprehensive Cancer Center

Chair: Elizabeth Garrett, Johns Hopkins University, Sidney
Kimmel Comprehensive Cancer Center

8:30 Comparing Mouse Tissue-Specific Gene Expression
Datasets
Timothy R. Hughes®, University of Toronto; Wen
Zhang, University of Toronto; Quaid Morris,
University of Toronto

8:55 Large-Scale Analysis of Gene Coexpression
Paul Pavlidis®, Columbia University
9:20 Multi-Study Genomic Data Analysis

Giovanni Parmigiani®, Johns Hopkins University;

Elizabeth S. Garrett, Johns Hopkins University;

Edward Gabrielson, Johns Hopkins University
9:45 Statistical Methods for Combining Data from

Multiple Cancer Studies

Debashis Ghosh®, University of Michigan

10:10 Floor Discussion
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47. RECENT DEVELOPMENTS IN SURVIVAL ANALYSIS

Ballroom 3

Sponsors: ENAR/IMS/ASA Biometrics Section
Organizer: Danyu Lin, University of North Carolina
Chair: Danyu Lin, University of North Carolina

8:30 Aspects of the Analysis of Multivariate Failure Time Data
Ross Prentice”, University of Washington

9:00 An Overview of Joint Modeling of Survival and
Longitudinal Covariates Measured with Error
Anastasios A. Tsiatis", North Carolina State
University; Marie Davidian, North Carolina State
University

9:30 Recent Developments for the Linear Regression
Model with Censored Event Time Data
L.J. Wei", Harvard University School of Public Health

10:00 Discussant: David Oakes, University of Rochester

48. NEw ADVANCES IN NONPARAMETRIC STATISTICS
Kings Garden South

Sponsor: IMS
Organizer: Wei Biao Wu, The University of Chicago
Chair: David Shera, Children’s Hospital of Philadelphia/
University of Pennsylvania

8:30 Comparing Nonparametric Procedures
Yang Yuhong’, lowa State University
8:50 Spline Estimation in Partially Linear Models for

Longitudinal Data
Jianhua Huang’, The University of Pennsylvania
Wharton School

9:15 Image Segmentation for cDNA Microarray Data
Based on Local Linear Kernel Smoothing
Peihua Qiu’, University of Minnesota; Jingran Sun,
University of Minnesota

9:35 State of the Art in Nonparametric Lack-of-Fit Tests
Jeffrey D. Hart’, Texas A&M University
9:55 Kernel Estimation for Stationary Processes

Wei Biao Wu*, The University of Chicago

49. SpeciAL CONTRIBUTED SESSION: COMBINING DATA
FROM DISPARATE SURVEYS TO IMPROVE SMALL AREA

EsTiMATION Benedum

Sponsors: ENAR/ASA Section on Survey Research Methods
Organizers: Trivellore E. Raghunathan, University of Michigan
and Michael R.. Elliott, University of Pennsylvania School of
Medicine

Chair: Trivellore E. Raghunathan, University of Michigan

PITTSBURGH, PA

8:30 Combining Information from Multiple Surveys for
Small-Area Estimation: A Bayesian Approach
Trivellore E. Raghunathan, University of Michigan;
Dawei Xie, University of Michigan; Nathaniel
Schenker’, National Center for Health Statistics; Van
L. Parsons, National Center for Health Statistics;
William W. Davis, National Cancer Institute; Eric J.
Feuer, National Cancer Institute; Kevin W. Dodd,
National Cancer Institute

8:55 Modeling the County-Level Response Rate for the
Behavioral Risk Factors Surveillance System (BRFSS)
William W. Davis”, National Cancer Institute; Ali H.
Mokdad, Centers for Disease Control and
Prevention; Machell Town, Centers for Disease
Control and Prevention; Eric J. Feuer, National
Cancer Institute

9:20 A Bayesian Approach for Combining Information
from Multiple Surveys in Small Area Estimation
Using Public-Use Data
Dawei Xie®, University of Michigan; Trivellore E.
Raghunathan, University of Michigan

9:45 Obtaining Cancer Risk Factor Prevalence Estimates
in Small Areas: Combining Data from the BRFSS and
the NHIS
Michael R. Elliott”, University of Pennsylvania

10:10 Floor Discussion

50. CoNTRIBUTED PAPERS: DISEASE DETECTION AND
SURVEILLANCE

Duguesne
Sponsor: ENAR
Chair: Ken Kleinman, Harvard Pilgrim Healthcare
8:30 Estimating Incidence Rates Using Pedigree Sampling

Steven N. MacEachern, Ohio State University;
Amy K. Ferketich®, Ohio State University;
Stanley Lemeshow, Ohio State University; Lei
Shen, Ohio State University; Judith A. Westman,
Ohio State University; Albert de la Chapelle,
Ohio State University; Clara D. Bloomfield,
Ohio State University
8:45 HIV/AIDS Projection- A Back Calculation Approach
Anbupalam Thalamuthu®, University of Pittsburgh;
Ravanan Ramanujam, Presidency College, Chennai, India
9:00 A Dynamic Graphical Model for Influenza
Surveillance
Paola Sebastiani’, Boston University School of Public
Health; Ken D. Mandy, Harvard Medical School;
Peter Szolovits, Massachusetts Institute of
Technology; Isaac S. Kohane, Harvard Medical School;
Marco F. Ramoni, Harvard Medical School
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Constrained Bayes Estimates of Random Effects
When Data are Subject to a Detection Limit

Renee H. Moore®, Emory University; Robert H. Lyles,
Emory University; Amita K. Manatunga, Emory
University

Validity of Short-Term Beta-Agonists Prescriptions as
a Marker for Asthma

Xiaoming Bao”, University of Chicago; Paul J. Rathouz,
University of Chicago; Vanja M. Dukic, University of
Chicago

Multiple Cutpoint Selection for Categorizing a
Continuous Predictor

Sean M. O’Brien’, National Institute of Environmental
Health Sciences

Infectious Disease Surveillance Scheme C: A
Multivariate Approach

Bo Hong", University of Alabama;

Michael J. Hardin, University of Alabama

51. CoNTRIBUTED PAPERS: BAYESIAN SURVIVAL ANALYSIS

Rivers

Sponsor: ENAR
Chair: Xiao-Li Meng, Harvard University

8:30

8:45

9:00

9:15

9:30

9:45

10:00
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Joint Longitudinal-Survival-Cure Models and
Their Appliation to Prostate Cancer
Menggang Yu’, University of Michigan; Ngayee |. Law,
Roche Molecular Systems, Inc.; Jeremy M.G. Taylor,
University of Michigan; Sandler M. Howard,
University of Michigan

Bayesian Analysis of Constrained Hazard Functions
Gregg E. Dinse’, National Institute of Environmental
Health Sciences; David B. Dunson, National Institute
of Environmental Health Sciences

A Class of Bayesian Box-Cox Transformation Hazard
Regression Models

Guosheng Yin®, M. D. Anderson Cancer Center;
Joseph G. Ibrahim, University of North Carolina at
Chapel Hill

Bivariate Positive Stable Frailty Models

Madhuja Mallick”, University of Conneticut; Nalini
Ravishanker, University of Conneticut

Proportional Mean Regression Models for Censored
Data

Sujit K. Ghosh", North Carolina State University;
Subhashis Ghosal, North Carolina State University
Selecting Factors Predictive of Heterogeneity in
Multivariate Event Time Data

David B. Dunson, National Institute of
Environmental Health Sciences; Zhen Chen®,
University of Pennsylvania

Floor Discussion

52. CoNTRIBUTED PAPERS: DIAGNOSTIC AND SCREENING

TEsTs

Brigade

Sponsor: ENAR
Chair: Dennis Boos, North Carolina State University

8:30

8:45

9:00

9:15

9:30

9:45

10:00

Evaluation of Methods for Assessing the
Performance of a New Test When There is
Imperfect Gold Standard

H.Refik Burgut®, Cukurova University; Macit U.
Sandikci, Cukurova University; Fatin Kocak,
Cukurova University

Comparison of QT Prolongation Using Rodent Models
Kanaka D. Tatikola®, Johnson & Johnson
Pharmaceutical Research and Development, L.L.C;
Jaya Natarajan, Johnson & Johnson Pharmaceutical
Research and Development, L.L.C.; James |.
Colaianne, Johnson & Johnson Pharmaceutical
Research and Development, L.L.C.; Quan Li,
Johnson & Johnson Pharmaceutical Research and
Development, L.L.C

Use of Receiver Operating Characteristic Curve in
Medical Decision Making

Jiping Wang’", University of Pittsburgh; Howard E.
Rockette, University of Pittsburgh

Combining Correlated Diagnostic Tests Application
to Neuropathologic Diagnosis of Alzheimer’s Disease
Chengjie Xiong", Washington University in St. Louis;
Daniel W. McKeel, Jr., Washington University in St.
Louis; J. Phillip Miller, Washington University in St.
Louis; John C. Morris, Washington University in St. Louis
Multi-Reader, Multi-Case ROC Analysis: An
Empirical Comparison of Five Methods

Nancy A. Obuchowski’, Cleveland Clinic Foundation;
Sergey V. Beiden, U.S. Food and Drug Administration;
Kevin S. Berbaum, University of lowa; Stephen Hillis,
lowa City VA Medical Center; Hemant Ishwaran,
Cleveland Clinic Foundation; Hae Hiang Song,
Catholic University Medical College, Seoul, Korea;
Robert F Wagner, U.S. Food and Drug Administration
Equivalent Variations of the Dorfman-Berbaum-
Metz and Obuchowski-Rockette Methods for ROC
Data

Stephen L. Hillis”, lowa City VA Medical Center;
Nancy A. Obuchowski, Cleveland Clinic Foundation;
Kevin M. Schartz, University of lowa; Kevin S Berbaum,
University of lowa

Simultaneous Inference For Prevalence Using Pooled
Assessments

Joshua M. Tebbs”, Kansas State University; Melinda H.
McCann, Oklahoma State University
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53. CoNTRIBUTED PAPERS: SEQUENCE ANALYSIS AND
ProTEOMICS

Kings Terrace

Sponsor: ENAR
Chair: Michael Newton, University of Wisconsin

8:30

8:45

9:00

9:15

9:30

9:45

10:00

Some Statistical Aspects of the Analysis of Genomic
Sequences

Lily Wang®, University of North Carolina at Chapel
Hill; Kumar Sen, University of North Carolina at
Chapel Hill

Modeling Nucleotide Sequence Variation in a Viral
Quasispecies

Philip M. Dixon’, lowa State University; Ozlem lIk,
lowa State University

Comparison and Validation of Protein Identification
Searching Tools Using Mass Spectrometry Data
JungBok Lee", Korea University; Jae Won Lee, Korea
University; Mira Park, Eulji University

A Functional Data Approach to Maldi-Tof Ms Protein
Analysis

Dean Billheimer®, Vanderbilt University
Model-Based Assignment and Inference of Protein
Backbone Nuclear Magnetic Resonance

Olga Vitek’, Purdue University; Jan Vitek, Purdue
University; Bruce A. Craig, Purdue University; Chris
Bailey-Kellogg, Purdue University

Systematic Variation in Difference Gel
Electrophoresis Data

Kimberly F. Sellers’, Carnegie Mellon University;
Jeffrey Miecznikowski, Carnegie Mellon University;
Surya Viswanathan, Carnegie Mellon University;
William F. Eddy, Carnegie Mellon University;
Jonathan S. Minden, Carnegie Mellon University
Wavelet Based Analysis of Homologous DNA
Sequences for Four Mammalian Species

Jean Roayaei’, U.S. Food and Drug

Administration, CDRH; Juan-Miguel Marin,

Universidad Rey Juan Carlos Madrid, Spain

PITTSBURGH, PA

54. CoNTRIBUTED PAPERS: SEQUENTIAL TRIALS, INTERIM
DecisioN MAKING, AND MULTIPLICITY

Le Bateau

Sponsor: ENAR
Chair: Janet Wittes, Statistics Collaborative Inc.

8:30

8:45

9:00

9:15

9:30

9:45

10:00

The Design and Implementation of Group Sequential
Trials for Longitudinal Endpoints

John M. Kittelson®, University of Colorado; Katrina
Sharples, University of Otago Dunedin, New Zealand;
Scott S. Emerson, University of Washington Seattle
Confidence Interval Estimation of the Success Rate
in Exact Group Sequential Designs

Jihnhee Yu", Roswell Park Cancer Institute; James L.
Kepner, SUNY at Buffalo

Software for Design and Analysis of Group
Sequential Clinical Trials with Multiple Primary Endpoints
Shuangge Ma’, University of Wisconsin; Michael R.
Kosorok, University of Wisconsin; Thomas D. Cook,
University of Wisconsin

Programming Strategies for Moderately
Complicated Clinical Research Studies

Martin C. Weinrich®, University of Louisville
Simultaneous Group Sequential Analysis of Rank-
Based and Weighted Kaplan-Meier Tests for Paired
Censored Survival Data

Adin-Cristian Andrei’, University of Michigan; Susan
Murray, University of Michigan

Timing of Futility Analyses for ‘Proof of Concept’
Trials

A. Lawrence Gould", Merck Research Laboratories
Performance of Some Multiple Testing Procedures
to Compare Three Doses of a Test Drug and Placebo
Lan Kong", University of Pittsburgh; Gary G Koch,

University of North Carolina

Tuesday, March 30
10:15-10:30 a.m.

Break

Exhibit Hall-Ballroom 2
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Tuesday, March 30
10:30 a.m.—12:15 p.m.

PRESIDENTIAL INVITED ADDRESS

Ballroom |

Sponsor: ENAR
Organizer/Chair: Marie Davidian, North Carolina State
University

10:30 Introduction: Marie Davidian, North Carolina State
University

10:35 Distinguished Student Paper Awards: Carol Redmond,
University of Pittsburgh

10:45  Statisticians: Uncertainty Experts?
Louise Ryan, Harvard University School of Public Health

Tuesday, March 30
1:45-3:30 p.m.

55. StaTisTicaL MeTHODS IN COMPUTER VISION
Kings Garden North

Sponsor: ENAR
Organizer: Ralph Gross, Carnegie Mellon University
Chair: Ralph Gross, Carnegie Mellon University

1:45 Extended Multi-Linear Models for Computer Vision
Fernando De la Torre®, Carnegie Mellon University;
Takeo Kanade, Carnegie Mellon University; Michael
Black, Brown University
2:10 Vision Systems Engineering and Analysis — A Unified
Perspective
Visvanathan Ramesh®, Siemens Corporate Research
2:35 Empirical Statistical Models for Object Recognition
in Photographs
Henry Schneidermann’, Carnegie Mellon University
3:00 Detecting Unusual Human Behavior in Video
Jianbo Shi’, University of Pennsylvania

3:25 Floor Discussion

56. NEw DEVELOPMENTS ON ESTIMATING EQUATIONS
Kings Garden South

Sponsors: ENAR/IMS
Organizer: Jianhua Huang, University of Pennsylvania
Chair: Jianhua Huang, University of Pennsylvania

1:45 Distribution-Based Marginal Regression Models for
Longitudinal Data
Jianhua Z. Huang, University of Pennsylvania; Colin
O. Wu', National Heart, Lung and Blood Institute;
Lan Zhou, University of Pennsylvania

38

2:10 Estimating Equations for Longitudinal Data with
Time-Dependent Covariates
Dylan S. Small’, University of Pennsylvania; Tze L. Lai,
Stanford University

2:35 Implementation of a Complex Correlation Structure
Appropriate for Repeated Bouts of Measurements in
a Longitudinal Study
Justine N. Shults”, University of Pennsylvania; Carissa
A. Mazurick, Merck & Co, Inc; Richard Landis,
University of Pennsylvania

3:00 Consistency and Inconsistency of Maximum Quasi
Likelihood Estimators
Bing Li*, Pennsylvania State University

3:25 Floor Discussion

57. BAYESIAN METHODS IN GENOMICS

Sponsors: ENAR/IMS Ballroom 3
Organizer: Marina Vannucci, Texas A&M University

Chair: Marina Vannucci, Texas A&M University

1:45 Variable Selection for Gene Expression Data with

Time-to-Event Responses
Naijun Sha", The University of Texas at El Paso;
Marina Vannucci, Texas A&M University; Mahlet
Tadesse, Texas A&M University

2:10 New Classes of Mixture Models for Analyzing DNA
Microarray Data
Joseph G. Ibrahim®, University of North Carolina;
Ming-Hui Chen,University of Connecticut

2:35 A Bayesian Mixture Model for Differential Gene
Expression
Kim-Anh Do, M.D. Anderson Cancer Center;
Peter Mueller”, M.D. Anderson Cancer Center;
Feng Tang, M.D. Anderson Cancer Center

3:00 A Bayesian Method for Simultaneous Class
Discovery and Gene Selection
Mahlet G. Tadesse’, Texas A&M University

3:25 Floor Discussion
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58. NoNPARAMETRIC FUNCTION ESTIMATION

Benedum
Sponsors: ENAR/IMS

Organizers: Nicoleta Serban, Carnegie Mellon University; Larry
Wasserman, Carnegie Mellon University and Christopher
Genovese Carnegie Mellon University

Chair: Nicoleta Serban, Carnegie Mellon University

1:45 Functional Adaptive Model Estimation
Gareth M. James”, University of Southern California;
Bernard W. Silverman, Oxford University

2:15 High Dimension Low Sample Size Survival Analysis
Brent Johnson, University of North Carolina at
Chapel Hill; Danyu Lin, University of North Carolina
at Chapel Hill; . S. Marron’, University of North
Carolina at Chapel Hill

2:45 Reconstruction, Alignment, and Comparison of
Continuous Time Course Expression Profiles
Ziv Bar-Joseph, Carnegie Mellon University; Georg
Gerber, Massachusetts Institute of Technology;
[tamar Simon, Hebrew University; David Gifford,
Massachusetts Institute of Technology; Tommi Jaakkola”,
Massachusetts Institute of Technology

3:15 Floor Discussion

59. StocHASsTIC MODELING AND INFERENCE IN SCIENCE

Sterlings 2 & 3
Sponsor: IMS

Organizer: Samuel Kou, Harvard University
Chair: Chengcheng Hu, Harvard University

1:45 Model Selection in Irregular Problems: Application
to Mapping QTL
David O. Siegmund’, Stanford University

2:10 Spatial and Spatio-Temporal Hierarchical Modeling
for the Analysis of Spatial Data
Alan E. Gelfand’, Duke University

2:35 Normalization and Significant Analysis of cDNA
Micro-Arrays
Jianging Fan’, Princeton University

3:00 Bayesian Analysis of Single Molecule Experiments
Samuel Kou®, Harvard University; Sunney Xie,
Harvard University; Jun Liu, Harvard University

3:25 Floor Discussion

PITTSBURGH, PA

60. CoNTRIBUTED PAPERS: SURVIVAL ANALYSIS |l

D
Sponsors: ENAR/IMS —liquesne
Chair: Jack Kalbfleisch, University of Michigan
1:45 Empirical Likelihood Ratio with Arbitrary Censored/

Truncated Data by Constrained EM Algorithm
Min Chen’, University of Kentucky; Jingyu Luan,
University of Kentucky; Mai Zhou, University of
Kentucky

2:00 On the Analysis of Informatively Interval-Censored
Discrete Failure-Time Data: A Sensitivity Analysis
Approach
Michelle D. Shardell’, Johns Hopkins University;
Daniel O. Scharfstein, Johns Hopkins University;
Noya Galai, Johns Hopkins University; David Vlahov,
Johns Hopkins University

2:15 Parametric Estimation for Additive Rate Regression
Models
M. Brent McHenry’, University of Pittsburgh; Stuart
R. Lipsitz, Medical University of South Carolina

2:30 Empirical Likelihood Ratio with Right-Censoring and
Left-Truncation Data
Jingyu Luan’”, University of Kentucky; Min Chen,
University of Kentucky; Mai Zhou, University of
Kentucky

2:45 Survival Analysis Using Auxiliary Variables Via
Nonparametric Multiple Imputation
Chiu-Hsieh Hsu®, University of Arizona; Jeremy M.G.
Taylor, University of Michigan; Susan Murray,
University of Michigan

3:00 Reducing Bias in Parameter Estimates from Stepwise
Regression in Proportional Hazards Regression with
Right-Censored Data
Chang-Heok Soh', Dana-Farber Cancer Institute and
Harvard School of Public Health; David P
Harrington, Dana-Farber Cancer Institute and
Harvard School of Public Health

3:15 On Semiparametric Transformation Cure Models
Wenbin Lu’, North Carolina State University;

Zhiliang Ying, Columbia University
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6 1. CoONTRIBUTED PAPERS: EXPERIMENTAL DESIGN

Le Bat
Sponsor: ENAR € bateau

Chair: Ralph O’Brien, Cleveland Clinic

1:45 Two At A Time? Or All At Once?
Donald J. Schuirmann’, Food and Drug Administration
2:00 Estimating the Variance Components in a Replicated
Crossover Study
Guoyong Jiang’, Cephalon, Inc.; Jianrong Wu, St. Jude
Children’s Research Hospital

2:15 On the Use of a Crossover Design in Vaccine
Research
Jonathan B. Skinner®, Wyeth Vaccines Research
2:30 Carryover Effects Examined in Collections of

Crossover Studies
Mary E Putt’, University of Pennsylvania

2:45 A Beta-Binomial Model for Cross-Over Studies of
Correlated Bernoulli Outcomes, with an Application
to Condom Failure Data
Douglas |. Taylor’, Family Health International;
Natalie W. Cheung, Family Health International;
Mark A. Weaver, Family Health International

3:00 Optimal Designs for Ordinal Outcomes Using Beta
Regression Models
Yuehui Wu', University of Pennsylvania; Valeri V.
Fedorov, GlaxoSmithKline; Kathleen J. Propert,
University of Pennsylvania

3:15 Cross Trial Statistical Inference: Bridging Vs. Non-
Inferiority Scenarios

Sue-Jane Wang', Food and Drug Administration

62. CoNTRIBUTED PAPERS: ADVANCES IN QTL ANALYSIS

Kings Terrace
Sponsor: ENAR

Chair: Ruzong Fan, Texas A&M University

1:45 Mapping Quantitative Trait Loci with Censored
Observations
Guoging Diao’, University of North Carolina at
Chapel Hill; Danyu Lin, University of North Carolina
at Chapel Hill; Fei Zou, University of North Carolina
at Chapel Hill

2:00 Bayesian Model and Variable Selection Approaches
to Mapping Multiple Quantitative Trait Loci
Kyoungmi Kim®, University of Alabama at
Birmingham; Nengjun Yi, University of Alabama at
Birmingham; Alfred Bartolucci, University of
Alabama at Birmingham; David B. Allison, University
of Alabama at Birmingham
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2:15 An Empirical Bayes Approach for Expression Trait
Loci (ETL) Mapping
Christina Kendziorski®, University of Wisconsin
2:30 A Nonparametric Test Against Stochastic Ordering
with Applications in QTL Mapping
Fei Zou", University of North Carolina at Chapel Hill;
Lei Nie, UMBC
2:45 A Model Selection Based Interval Mapping
Method for Autopolyploids
Dachuang Cao’, Purdue University; Bruce A. Craig,
Purdue University; Rebecca W. Doerge,
Purdue University
3:00 A Unified Semiparametric Framework for QTL
Analyses, with Application to ‘Spike’ Phenotypes
Chunfang Jin", University of Wisconsin-Madison
3:15 A Two-Stage Hierarchical Model for Detecting the
Epistatic Control of Maternal-Offspring QTL Over
Endosperm Development
Yuehua Cui’, University of Florida; George Casella,
University of Florida; Rongling Wu, University of
Florida

63. CoNTRIBUTED PAPERS: HEALTH SERVICE AND
EriDEMIOLOGIC METHODS

Brigade
Sponsor: ENAR
Chair: Mari Palta, University of Wisconsin
1:45 Assessing Cost-Effectiveness of Treatments Using

Propensity Scores in the Presence of Missing Data
Alka Indurkhya®, Harvard University, School of Public
Health; Nandita Mitra, Memorial Sloan-Kettering
Cancer Center

2:00 Inferences on the Means for Lognormal Data
Containing Zeros Based on Generalized Variable
Method
Lili Tian", University of Florida

2:15 Applying Markov Mixed-Effects Regression Modelsin
Analysis of Risk Factors for Transitions of ICU
Patients’ Cognitive Status
Ayumi K. Shintani’, Vanderbilt University; E. Wesley
Ely, Vanderbilt University; Theodore Speroff,
Vanderbilt University
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A New Method of Predicting U.S. and State-Level
Cancer Mortality Counts for the Current Calendar
Year

Ram C Tiwari", National Cancer Institute; Kaushik
Ghosh, George Washington University and National
Cancer Institute; Ahmedin Jemal, American Cancer
Society; Mark Hachey, Information Management
Services, Inc.; Elizabeth Ward, American Cancer
Society; Michael J. Thun, American Cancer Society;
Eric J. Feuer, National Cancer Institute

A Bias-Corrected Weighted Average Method for
Measurements from Heterogeneous Instruments
with Systematic Biases

Sharon X. Xie", University of Pennsylvania; Vernon
M. Chinchilli, Pennsylvania State University

Size Does Matter: A Case for the .04 Significance
Level

Adrian E. Levin®, Apex College, Nepal;

Michael Atwatter, Apex College, Nepal

Floor Discussion

64. CoNTRIBUTED PAPERS: APPLICATIONS OF RANDOM
ErFecTs MoODELS

Rivers

Sponsor: ENAR
Chair: Melanie Wall, University of Minnesota

1:45

2:00

2:15

2:30

An Efficient MCEM Algorithm for Fitting
Generalized Linear Mixed Models for Correlated
Binary Data

Ming Tan, University of Maryland Greenebaum
Cancer Center; Guoliang Tian", University of
Maryland Greenebaum Cancer Center; Hongbin
Fang, University of Maryland Greenebaum Cancer
Center

Challenges in the Analysis of Observational
Longitudinal Aging Studies

Geert Verbeke®, Katholieke Universiteit Leuven,
Belgium; Steffen Fieuws, Katholieke Universiteit
Leuven, Belgium; Bart Spiessens, Katholieke Universiteit
Leuven, Belgium; Emmanuel Lesaffre, Katholieke
Universiteit Leuven, Belgium

A Mixed-Effects Regression Model for
Longitudinal Multivariate Ordinal Data

Li C Liu", University of lllinois at Chicago; Donald
Hedeker, University of lllinois at Chicago

A Multivariate Random Effects Model with Closed-
Form Likelihood for Clustered Binary Data

Brent A. Coull®, Harvard School of Public Health;
Rebecca A. Betensky, Harvard School of Public Health

PITTSBURGH, PA

2:45 GLMM'’s with Correlated Random Effects to Model
Discrete Time Series
Bernhard Klingenberg', University of Florida; Alan
Agresti, University of Florida; James Booth,
University of Florida

3:00 An Adaptive Method for Checking Convergence of
the Monte Carlo Em Algorithm
Jens C. Eickhoff", University of Wisconsin; Jun Zhu,
University of Wisconsin; Yasuo Amemiya, IBM
Thomas J. Watson Research Center

3:15 Modeling and Estimation in Two-Stage Models with
Applications
John P. Buonaccorsi®, University of Massachusetts at

Ambherst

65. CoNTRIBUTED PAPERS: Bioassays aND CELL

KINETICS Heinz

Sponsor: ENAR
Chair: Kevin Gross, North Carolina State University

1:45 Sample Size Calculation and Concordance
Assessment for an Agreement Study
Jason Liao", Merck Research Laboratories

2:00 Statistical Issues in Calibration of Serum Creatinine
Testing in the Chronic Renal Insufficiency Cohort Study
Christina Gaughan®, University of Pennsylvania;
Marshall M. Joffe, University of Pennsylvania; J.
Richard Landis, University of Pennsylvania; Harold I.
Feldman, University of Pennsylvania

2:15 A Threshold Dose-Response Model with Random
Effects in Teratological Experiments
Daniel Hunt, St. Jude Children’s Research Hospital;
Shesh N. Rai’, St. Jude Children’s Research Hospital

2:30 Some State Space Models of Carcinogenesis and
Estimation of Parameters
Wai-Yuan Tan, University of Memphis; Lijun Zhang",
University of Memphis

2:45 Summarizing Flare Assay Images in Colon
Carcinogenesis
Malgorzata Leyk Williams®, Texas A&M University;
Raymond J. Carroll, Texas A&M University

3:00 Correlation Coefficient Inference on Censored
Bioassay Data
Liang Li", Cleveland Clinic Foundation; William Wang,
Merck Research Laboratories; lvan Chan, Merck
Research Laboratories

3:15 A Stochastic Model to Analyze Clonal Data on
Multi-Type Cell Populations

Ollivier Hyrien', University of Rochester Medical Center
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Tuesday, March 30
3:30-3:45 p.m.

Break

Exhibit Hall-Ballroom 2

Tuesday, March 30
3:45-5:30 p.m.

66. RECENT ADVANCES IN TUMOR GROWTH MODELING

Sterlings 2 & 3
Sponsor: ENAR erlings

Organizer: Paul Albert, National Institutes of Health
Chair: Shou-En Lu, UMDNJ-SPH

3:45 Longitudinal Models with Constrained Parameters
for Tumor Xenograft Experiments
Ming T. Tan®, University of Maryland; Hongbin Fang,
University of Maryland; Guo Tian, University of
Maryland

4:15 Modeling Tumor Growth with Random Onset
Paul. S Albert”, National Cancer Institute; Joanna H.
Shih, National Cancer Institute

4:45 Quantal Response Models of Cancer Detection in
the Presence of Screening
Andrei Y. Yakovlev', University of Rochester

5:20 Discussant: Daniel Heitjan, University of

Pennsylvania School of Medicine

67. FUNCTIONAL AND LONGITUDINAL DATA ANALYSIS

Ballroom 3
Sponsors: ENAR/IMS

Organizer: Peter Mueller, University of Texas, M.D. Anderson
Cancer Center

Chair: Peter Mueller, University of Texas, M.D. Anderson
Cancer Center

3:45 Nonparametric and Semiparametric Regression for
Clustered/Longitudinal Data Using Kernel and Spline
Methods
Xihong Lin®, University of Michigan; Naisyin Wang,
Texas A&M University; Alan Welsh, Southampton
University; Raymond J. Carroll, Texas A&M University

4:15 Nonparametric Mixed-Effect Models
Chong Gu’, Purdue University
4:45 Bayesian Inference for Wavelet-Based Modeling Of

Functional Data
Marina Vannucci’, Texas A&M University

5:20 Discussant: Gary Rosner, M.D. Anderson Cancer
Center
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68. BioINFORMATICS IN GENOMICS STUDIES
Kings Garden North

Sponsor: ASA Biopharmaceutical Section
Organizer: Sue Jane Wang, Food and Drug Administration
Chair: Sue Jane Wang, Food and Drug Administration

3:45 Stochastic Models for Short Oligonucleotide
Microarrays Based on the Theory of Chemical Physics
Rafael A. Irizarry”

4:05 Clinical Genomics - Principles And Applications
Chuanbo Xu®, Genaissance Pharmaceuticals, Inc.;
Krishnan Nandabalan, Genaissance Pharmaceuticals, Inc.;
Madan Kumar, Genaissance Pharmaceuticals, Inc.;
Ruhong Jiang, Genaissance Pharmaceuticals, Inc.;
Richard Judson, Genaissance Pharmaceuticals, Inc;.
Brad Dain, Genaissance Pharmaceuticals, Inc.; Carol
Reed, Genaissance Pharmaceuticals, Inc

4:30 An Innovative Approach That Synthesizes
Expression Profiles, Genotypes And Phenotypes
Stephanie A. Monks®, University of Washington,
Seattle; Rosetta Inpharmatics LLC; Haoyuan Zhu,
Rosetta Inpharmatics LLC; Amy Leonardson,
Rosetta Inpharmatics LLC; Eric Schadt, Rosetta
Inpharmatics LLC

4:50 Genomics Studies in AIDS - Statistical Model
Integrating Longitudinal Cohort Studies and
Transversal Observations
Catherine L. Huber-Carol*, Université de Paris

5:10 Pooling Information Across Different Studies and
Affymetrix Chip Types to Identify Prognostic Genes
For Lung Cancer
Jeffrey S. Morris”, M.D. Anderson Cancer Center; Li
Zhang, M.D. Anderson Cancer Center; Guosheng
Yin, M.D. Anderson Cancer Center; Keith Baggerly,
M.D. Anderson Cancer Center; Chunlei Wu, M.D.

Anderson Cancer Center

69. MODELING AND SURVEILLANCE OF SEQUENCES OF

HeaLTH EVENTS
Kings Garden South

Sponsor: ENAR
Organizer: Andrew Lawson, University of South Carolina
Chair: Lance Waller, Emory University

3:45 Optimal Surveillance of Health Events

Marianne E. Frisén’, Statistical Research Unit
Goteborg University
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4:05 Simulating Anthrax Attacks and Evaluating Detection
Techniques
Ken Kleinman®, Harvard Medical School; Allyson
Abrams, Harvard Medical School; Richard Platt,
Harvard Medical School; Martin Kulldorff, Harvard
Medical School

4:30 Surveillance of Spatial Maxima
Peter A. Rogerson’, University at Buffalo
4:50 Modeling Spatially Correlated Survival Data with

Multiple Cancers
Sudipto Banerjee’, University of Minnesota

5:10 The Analysis of Spatially-Referenced Recurrent
Event Health Data with Comorbidities
Andrew B. Lawson’, University of South Carolina;
Shae Sutton, University of South Carolina; Charity

Moore, University of South Carolina

70. ANALYSIS OF INTENSIVELY COLLECTED DATA

Sponsor: IMS Benedum

Organizers: Runze Li, Penn State University and Joe Schaffer,
Penn State University
Chair: Lei Nie, University of Maryland at Baltimore County

3:45 Scientific Issues Driving Model Development for
Intensive Longitudinal Data
Theodore A. Walls', Penn State University

4:10 Backfitting for Random Varying-Coefficient Models
Hua Liang’, St. Jude Children’s Research Hospital;
Wu Hulin, University of Rochester

4:35 Semi-Nonparametric Models and Inference
Functions for High Dimensional Data
Annie Qu’, Oregon State University

5:00 Models And Methods For Analysis Of Intensively
Collected Data
Runze Li*, Penn State University; Tammy L. Root,
Penn State University

5:25 Floor Discussion

7 1. CoNTRIBUTED PAPERS: METHODS FOR MISSING OR
UNBALANCED DaATA

Dugquesne
Sponsor: ENAR
Chair: Jason Roy, University of Rochester
3:45 Effects of Truncation on Evaluation of Risk Factors,

with Case-Study in Anthrax

Sarah ).E. Barry", Johns Hopkins School of Public
Health; Ron Brookmeyer, Johns Hopkins School of
Public Health

PITTSBURGH, PA

4:00

4:15

4:30

4:45

5:00

5:15

An Empirical Comparison of Imputation Methods for
Use with Public Health Data

Stephanie T. Broyles®, Tulane University

A Simple Sensitivity Analysis Tool for
Nonignorable Coarsening: Application to
Competing Risk

Jiameng Zhang", University of Pennsylvania; Daniel F
Heitjan, University of Pennsylvania

Comparing the Analyses Of Unbalanced Split-Plot
Experiments Using Mixed Models with REML
Estimates of the Variance Components to Other
Inference Procedures Previously Recommended
Christina Smith", Kansas State University; Dallas
Johnson, Kansas State University

Analysis of Longitudinal Data with Dropouts and
Intermittently Missing Values

Gong Tang’", University of Pittsburgh

Analysis of Incomplete HRQol Data in the
Rematch Trial

Huiling Li", Columbia University; Daniel F. Heitjan,
University of Pennsylvania

Large Sample Bias in the Last Observation Carried
Forward Approach Under Informative Dropout
Chandan Saha’, Indiana University; Michael P Jones,

University of lowa

72. CoNTRIBUTED PAPERS: GENETICS AND DRUG
SCREENING Heinz

Sponsor: ENAR
Chair: Christina Kendziorski, University of Wisconsin

3:45

4:00

4:15

4:30

Analysis Of Allelic Loss Data Using Marginal Models
Yan Li*, Ohio State University; Lei Shen,

Ohio State University

Inference on the Location of a Tumor Suppressor
Gene by Modeling Frequency of Allelic Loss
Andrew Sterrett’, University of North Carolina at
Chapel Hill; Fred A. Wright, University of North
Carolina at Chapel Hill

Location-Spread Displays of Many Point Estimates
and Their Associated Measures of Dispersion

Mario Peruggia’, Ohio State University; Jason C. Hsu,
Ohio State University

A Graphical Approach for Quality Control of
Oligonucleotide Array Data

Dung-Tsa Chen’, University of Alabama at Birmingham
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4:45 Statistical Design and Analysis of Pools Using
Optimal Coverage and Minimal Collision
Katja S. Remlinger®, North Carolina State University;
Jacqueline M. Hughes-Oliver, North Carolina State
University; S. Stanley Young, National Institute of
Statistical Sciences; Raymond L. Lam,
GlaxoSmithKline

5:00 Probabilistic High-Dimensional Discrimination for
Drug Screening
Alexander G Gray®, Carnegie Mellon University

5:15 Floor Discussion

73. CoNTRIBUTED PAPERS: SURVIVAL ANALYSIS:

METHODS FOR MULTIPLE ENDPOINTS

Kings Terrace
Sponsor: ENAR

Chair: Jianwen Cai, University of North Carolina at Chapel Hill

3:45 Shared Frailty Models for Recurrent Events
and a Terminal Event
Lei Liu®, University of Michigan; Robert A. Wolfe,
University of Michigan; Xuelin Huang, M. D.
Anderson Cancer Center

4:00 Modeling of Recurrent Event Survival Data Based on
Extensions of the Andersen-Gill Model
Zekarias Berhane®, University of Pittsburgh; Lisa A.
Weissfeld, University of Pittsburgh

4:15 Controlling Bias in Internal Pilots with the Univariate
Approach to Repeated Measures
Christopher S. Coffey”, University of Alabama at
Birmingham; Keith E. Muller, University of North
Carolina at Chapel Hill; David Sawrie, University of
Alabama at Birmingham

4:30 Models and Analysis of Recurrent Event Data
Edsel A. Pena’, University of South Carolina;
Elizabeth H. Slate, Medical University of South
Carolina; Juan R. Gonzalez, Catalan Institute of
Oncology, Spain

4:45 Regression Analysis with Multivariate Grouped and
Continuous Survival Data
Andrea B. Troxel’, University of Pennsylvania School
of Medicine; Denise A. Esserman, Columbia University

5:00 Floor Discussion
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74. CoNTRIBUTED PAPERS: CATEGORICAL DATA

Sponsor: ENAR Brigade

Chair: John Williamson, Center for Disease Control and
Prevention

3:45 Marginal Models for Binary Data: Existence,
Uniqueness and Implications
Bahjat F. Qagqish”, University of North Carolina at
Chapel Hill; Anastasia Ivanova, University of North
Carolina at Chapel Hill

4:00 Optimal Nonrandomized Tests for Comparing Two
Binomial Probabilities
Weizhen Wang", Wright State University

4:15 The Effect of Observational Unit Size on Poisson
Goodness-of-Fit Tests
John W. Ely, University of lowa; Jeffrey D. Dawson’,
University of lowa

4:30 Exact Bootstrap Confidence Intervals for the
Difference of Two Probabilities Using Data from
Two Independent Binomial Samples with Small
Sample Sizes
Yan Lin", Medical University of South Carolina;
Stuart R. Lipsitz, Medical University of South Carolina

4:45 Estimation Of Parameters For Binary Outcome Data
in the Presence of Missing Covariate Information
Gina M. D’Angelo’, University of Pittsburgh; Lisa
Weissfeld, University of Pittsburgh

5:00 A Bias Analysis of the Logistic Normal Likelihood
Ratio Test
Rafael E. Diaz", Tulane University

5:15 Modeling the On-Off Process to Analyze the
Postural Instability of PD Patients
Debajyoti Sinha’, Medical University of South
Carolina; Ming-Hui Chen, University of Connecticut;

Peng Huang, Medical University of South Carolina

75. CoNTRIBUTED PAPERS: NONPARAMETRIC METHODS

FOR LONGITUDINAL DATA AND BAYESIAN ANALYSIS

Le Bateau
Sponsors: ENAR/IMS

Chair: Sujit Ghosh, North Carolina State University

3:45 Testing Similarity Between Two Groups of Curves
Yolanda Munoz Maldonado’, Texas A&M University
4:00 Bootstrap Confidence Bands
Laura L. Johnson®, National Cancer Institute; Paula
Diehr, University of Washington
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4:15 Dirichlet Process Mixture Models for Markov
Processes
Yonggqiang Tang’, North Carolina State University;
Subhashis Ghosal, North Carolina State University

4:30 Functional Mixed Effects Models with Prior
Information
Li Qin", University of Pennsylvania; Wensheng Guo,
University of Pennsylvania

4:45 Reference Prior in Bayesian Penalized Spline Analysis
Xin Zhao®, Cornell University; Martin T. Wells,
Cornell University

5:00 Floor Discussion

76. CONTRIBUTED PAPERS: SURROGATE ENDPOINTS,

SCREENING AND ASSESSING AGREEMENT

Rivers
Sponsor: ENAR

Chair: Scarlett Bellamy, University of Pennsylvania

3:45 A Critical Review of Statistical Methods for
Assessing Agreement Between Continuous
Measurements
Joseph L. Hagan®, University of Louisville; Stephen
W. Looney, Louisiana State University

4:00 Statistical Methods for the Analysis of Distortion
Product Otoacoustic Emissions
Peter F. Craigmile’, The Ohio State University;
Wayne M. King, The Ohio State University

4:15 Statistical Models for Vaccine Correlates of
Protection
Andrew |. Dunning’, Wyeth Vaccines Research
4:30 Left, Right and Interval Bivariate Censored Data:

Evaluating Screening Mammography in the Presence
of Lead-Time Bias, Length Bias and Over-Detection
Jonathan D. Mahnken®, University of Texas; Wenyaw
Chan, University of Texas; Jean L. Freeman,
University of Texas

4:45 The Analysis of Clustered Matched-Pair Data
Valerie L. Durkalski®, The Clinical Innovation Group;
Yuko Y. Palesch, The Clinical Innovation Group and
The Medical University of South Carolina; Stuart
Lipsitz, The Medical University of South Carolina;
Phil Rust, The Medical University of South Carolina

5:00 Isotonic Logistic Discrimination
Sungyoung Auh’, University of Pittsburgh; Allan R.
Sampson, University of Pittsburgh

5:15 Modeling the Agreement of Discrete Bivariate
Survival Times Using Kappa Coefficient
Ying Guo"; Emory University; Amita K. Manatunga,
Emory University

PITTSBURGH, PA

5:30-6:30 ENAR Business Meeting (open to all members)
Brigade

Wednesday, March 31

8:30-10:15 a.m.

77. CURRENT DEVELOPMENTS AND STATISTICAL
CHALLENGES IN DEVELOPING SYNDROMIC SURVEILLANCE

SYSTEMS FOR ANTI-BIOTERRORISM

Sterlings 2 & 3
Sponsor: ENAR

Organizers: Yiliang Zhu, University of South Florida and Wei
Wang, University of South Florida
Chair: Yiliang Zhu, University of South Florida

8:30 Current Developments and Statistical Challenges in
Developing Syndromic Surveillance Systems for
Anti-Bioterrorism
Lori Hutwagner®, Centers for Disease Control

9:00 Syndrome Surveillance System for Anti-
Bioterrorism: Statistical Issues in Trend Analysis and
Outbreak Detection
Wei Wang®, University of South Florida; Yiliang Zhu,
University of South Florida

9:30 Missing Data in Daily Syndromic Surveillance
Systems
Martin Kulldorff', Harvard Medical School; Farzad
Mostashari, New York City Department of Health
and Mental Hygine; Rick Heffernan, New York City
Department of Health and Mental Hygine; Jessica
Hartman, New York Academy of Medicine

10:00 Floor Discussion

78. NovVEL STATISTICAL APPROACHES TO HIGH

DIMENSIONAL ANALYSES
Ballroom 3
Sponsor: ENAR

Organizer: David B. Allison, University of Alabama at
Birmingham
Chair: David B. Allison, University of Alabama at Birmingham

8:30 Analysis of Genome-Wide Epistasis via Dimensionality
Reduction Procedures
Marylyn D. Ritchie’, Vanderbilt University

8:55 Analysis of Genome-Wide Epistasis Via Bayesian
Model Selection
Nengjun Yi*, The University of Alabama at
Birmingham

9:20 Use and Estimation of False Discovery Rate in
Genetics
Chiara Sabatti*, UCLA
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9:45 Power & Sample Size Estimation When Many
Simultaneous Hypothesis Tests are Planned
Grier P. Page’, University of Alabama at Birmingham;
Gary Gadbury, University of Missouri — Rolla; Jode
W. Edwards, University of Alabama at Birmingham
David B. Allison, University of Alabama at
Birmingham

10:10 Floor Discussion

79. NON-INFERIORITY/EQUIVALENCE TRIALS

Ballroom 4

Sponsor: ASA Biopharmaceutical Section

Organizers: Paul Stober, GlaxoSmithKline and Darryl Downing,
GlaxoSmithKline

Chairs: Paul Stober, GlaxoSmithKline and Darryl Downing,
GlaxoSmithKline

8:30 Delta What? Choice of Outcome Scale in Non-
Inferiority Trials
Rick Chappell’, University of Wisconsin - Madison
9:00 Choice of Non-Inferiority Margin
H.M. James Hung', Food and Drug Administration;
Sue-Jane Wang, Food and Drug Administration
9:30 Non-Inferiority and Equivalence Margins in Clinical
Pharmacology
Scott D. Patterson®, GlaxoSmithKline
Pharmaceuticals

10:00 Discussant: Liang Yuh, AstraZeneca

80. CONTRIBUTED PAPERS: STATISTICAL ISSUES IN

CuNIcAL TRIALS
Kings Garden North

Sponsor: ENAR
Chair: Cyrus Mehta, Cytel

8:30 Continuous Toxicity Monitoring in Phase |l Trials in
Oncology
Anastasia lvanova’, University of North Carolina at
Chapel Hill; Bahjat . Qagqish, University of North
Carolina at Chapel Hill; Michael Schell, University of
North Carolina at Chapel Hill

8:45 Effects of AIDS Vaccine on Sub-Populations of CD4
T Cells, CD8 T Cells and B Cells Under HIV Infection
Wai-Yuan Tan, The University of Memphis; Ping
Zhang", The University of Memphis; Xiaoping Xiong,
St. Jude Children’s Research Hospital
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9:00 A Critical History of Individual and Collective Ethics
Charles M. Heilig’, Centers for Disease Control and
Prevention; Charles Weijer, Dalhousie University

9:15 Evaluation of Power Change Based on Correctness
of Model, Sample Size, and Detectable Dosage in
First Human Dose Studies
Adeline Yeo', Eli Lilly and Company

9:30 Estimating Correct-Use Condom Failure
Probabilities
Mark A. Weaver”, Family Health International;
Douglas J. Taylor, Family Health International;
Rosalie C. Dominik, Family Health International

9:45 Floor Discussion

81. CoNTRIBUTED PAPERS: GENE EXPRESSION ANALYSIS

Sponsor: ENAR Brigade

Chair: Jung-Ying Tzeng, North Carolina State University

8:30 Statistical Methods for Analyzing Tissue Microarray Data
Xueli Liu®, UCLA; Vladimir Minin, UCLA; Yunda
Huang, UCLA; David B. Seligson, UCLA; Steve
Horvath, UCLA

8:45 Associations Between Gene Expressions and
Survival Times in the Presence of Covariates
Taesung Park’, Seoul National University,
Korea; Sin-Ho Jung, Duke University; Seung Yeoun
Lee, Sejong University, Korea

9:00 Inference in High Dimension Low Sample Size
Settings with Censored Outcomes
Brent A. Johnson®, University of North Carolina

9:15 Modeling the Relationship Between LVAD
Support Time and Gene Expression Changes
in the Human Heart by Penalized Partial
Least Squares
Xiaohong Huang’, University of Minnesota; Wei Pan,
University of Minnesota

9:30 Hidden Markov Modeling of Genomic Interactions
Ernst C. Wit, University of Glasgow; Nial Friel,
University of Glasgow; John D. McClure®, University
of Glasgow

9:45 Identification of Genomic Aberrations From
Microarray Data
Chiang-Ching Huang", Northwestern Universit;y
Jeremy Taylor, University of Michigan
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10:00 Semiparametric Regression for Microarray Gene
Expression Data: Support Vector Machines and
Linear Mixed Models
Dawei Liu®, University of Michigan; Xihong Lin,
University of Michigan; Debashis Ghosh, University
of Michigan

82. CoNTRIBUTED PAPERS: NON- AND SEMI-PARAMETRIC

MoODELS
Dugquesne
Sponsor: ENAR

Chair: Calvin L. Williams, National Science Foundation and
Clemson University

8:30 A Goodness-Of-Fit Test for Nonlinear Models Via
Local Linear Smoothers
Chin-Shang Li’, St. Jude Children’s Research Hospital
8:45 Conditionally Generalized Linear Models
Joan G. Staniswalis®, University of Texas at El Paso
9:00 A Unified Approach to Testing and Measuring
Association Through a Semiparametric Odds Ratio

Model
Hua Yun Chen’, University of lllinois at Chicago
9:15 Semiparametric Inferences in Stability Studies

Young Kyoung Min", University of Florida; Annpey
Pong, Forest Laboratories, Inc.; Ying Qing Chen,
University of Florida and University of California at
Berkeley

9:30 A Semiparametric Bayesian Model For Time Series
Data
Kaushik Ghosh*, National Cancer Institute; Ram C.
Tiwari, National Cancer Institute

10:00 Floor Discussion

83. CoNTRIBUTED PAPERS: SPATIAL MODELING Il

Bened
Sponsor: ENAR enequm

Chair: Justine Shults, University of Pennsylvania

8:30 Spatial Analysis Of Alcohol Availability And Violent
Crime
Dennis Gorman, Texas A&M University; Li Zhu',
Texas A&M University; Scott Horel, Texas A&M
University

8:45 Second-Order Spatial Analysis of Epidermal Nerve
Fibers
Lance A. Waller’, Emory University; Leong L. Traci,
Emory University William R. Kennedy, University of
Minnesota; Gwen Wendelschafer-Crabb, University
of Minnesota; Aila Sarkka, Chalmers University of
Technology

PITTSBURGH, PA

9:00

9:15

9:30

9:45

Bayesian Spatial Prediction Using MCMC

Arin Chaudhuri’, North Carolina State University;
Montserrat Fuentes, North Carolina State
University; David Holland, U.S. Environmental
Protection Agency

On the Statistical Modeling and Analysis of Adverse
Health Outcomes Due to Chronic Arsenic Exposure
Munni Begum®, University of North Carolina at
Chapel Hill; Pranab K. Sen, University of North
Carolina at Chapel Hill Chapel Hill

Multivariate Parametric Spatiotemporal
Model For County Level Breast Cancer
Survival Data

Xiaoping Jin“, University of Minnesota; Bradley P
Carlin, University of Minnesota

Floor Discussion

84. CoNTRIBUTED PAPERs: RANDOM EFFECTS MODELS

Sponsor: ENAR

Kings Garden South

Chair: Oliver Schabenberger, SAS

8:30

8:45

9:00

9:15

9:30

A Residual Information Criterion for the General
Linear Mixed Model

Lloyd ] Edwards", University of North Carolina at
Chapel Hill; Pranab K. Sen, University of North
Carolina at Chapel Hill; Bahjat F Qagish, University
of North Carolina at Chapel Hill; Matthew . Gurka,
University of North Carolina at Chapel Hill
Inference Techniques for Data Transformations in
Linear Mixed Effects Models for Longitudinal Data
Matthew . Gurka®, University of North Carolina at
Chapel Hill; Lloyd J. Edwards, University of North
Carolina at Chapel Hill

Synthesizing Conditional and Marginal Inferences in
Covariate-Dependent Nonlinear Mixed-Effects Models
Zengri Wang', 3M Company; Thomas A. Louis,
Johns Hopkins University

Robust R-Estimation for Unbalanced
Heteroscedastic One-Way Random Effects Models
Inkyung Jung®, University of North Carolina at
Chapel Hill; Pranab K. Sen, University of North
Carolina at Chapel Hill

When BLUP’s Are Bad

Ed Stanek’, University of Massachusetts — Amherst;
Julio M. Singer, University of Sao Paulo, Brazil;
George Reed, University of Massachusetts —
Worchester; Wenjun Li, Tufts-NEMC
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9:45 Design and data analysis options for comparisons of
assisted reproductive technologies
James A. Hanley", McGill University; Nandini
Dendukuri, McGill University; Robert Platt, McGill
University; Marie-Helene Mayrand , McGill University
10:00 Measuring the Complexity of Generalized Linear
Hierarchial Models
Haolan Lu, University of Minnesota; James Hodges,
University of Minnesota; Brad Carlin, University of
Minnesota

85. CoNTRIBUTED PAPERS: MARKOV CHAIN MODELS

Rivers
Sponsor: ENAR
Chair: Zhen Chen, University of Pennsylvania
8:30 Hidden Markov Models for Microarray Time

Course Data in Multiple Biological Conditions
Ming Yuan®, University of Wisconsin at Madison;
Christina M. Kendziorski, University of Wisconsin at
Madison

8:45 Estimating Sojourn Time Distributions with Periodic
Observations Under a Semi-Markov Model
Pai-Lien Chen’, Family Health International; Hsiao-
Chuan Tien, University of North Carolina at Chapel Hill

9:00 Modeling the Natural Progression of a Chronic
Condition From Observational Data with Time-
Dependent Covariates
Yali Liu®, Purdue University; Bruce A. Craig, Purdue
University

9:15 Bayesian Searching for Markov Models of HIV
Mutation Process
Jing Zhao", University of Pennsylvania; Edward I.
George, University of Pennsylvania Wharton School;
Andrea S. Foulkes, University of Pennsylvania

9:30 Fitting a Mixed Effects Markov Model for Repeated
Binary Outcomes with Nonignorable Dropout
Robert |. Gallop®, West Chester University; Thomas
R. Ten Have, University of Pennsylvania

9:45 Characterizing The Progression of Genomic
Mutations in HIV: A Markov Process Approach
David Loecke”, Harvard School Of Public Health;
Victor DeGruttola, Harvard School of Public Health

10:00 Floor Discussion

Wednesday, March 31
10:15-10:30 a.m.

Break Exhibit Hall-Ballroom 2
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Wednesday, March 31
10:30 a.m.—12:15 p.m.

86. AsSESSING AGREEMENT MEASUREMENTS: CURRENT

Issues AND NEw DEVELOPMENTS
Ballroom 3

Sponsors: ENAR/ASA Biopharmaceutical Section
Organizer: Lawrence Lin, Baxter Healthcare Corporation
Chair: Vern Chinchilli, Penn State College of Medicine

10:30 A Repeated Measures Concordance Correlation
Coefficient for Clustered Paired Data
Tonya S. King’, Penn State University; Vernon M
Chinchilli, Penn State University

11:00 Assay Validation with Censored Data
Huiman X. Barnhart”, Duke University; Jingli Song,
Eli Lilly and Company; Robert Lyles, Emory University

11:30 On The Robustness of the Concordance Correlation
Coefficient Estimated by Variance Components
Josep L. Carrasco’, Universitat de Barcelona

12:00 Discussant: Lawrence Lin, Baxter Healthcare

Corporation

87. APPLICATIONS OF RESAMPLING METHODS TO

EsTiIMATING FUNCTIONS
Ballroom 4

Sponsors: ENAR/IMS
Organizer: Thomas Braun, University of Michigan
Chair: Thomas Braun, University of Michigan

10:30 Marginal Analysis of Clustered Data When Cluster
Size is Informative
John M. Williamson®, Centers for Disease Control
and Prevention; Glen A. Satten, Centers for Disease
Control and Prevention; Somnath Datta, University
of Georgia

11:00 Making Inference by Perturbing a Non-Smooth
Estimating Function
Lu Tian®, Harvard University; L.). Wei, Harvard
University

11:30 Inference Based on Estimating Functions with U
Statistic Structure
Jack Kalbfleisch®, University of Michigan; Wenyu
Jiang, University of Waterloo

12:00 Floor Discussion
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88. StaTisTICAL GENETICS - MODELING INTERACTION

AND MULTILOCUS ANALYSES

Sterlings 2 & 3
Sponsors: IMS

Organizer: Lei Sun, University of Toronto
Chair: Shelley Bull, Samuel Lunenfeld Research Institute,
University of Toronto

10:30 Definition, Detection and Interpretation of Gene-
Gene Interaction (Epistasis) in Complex Disease
Heather ). Cordell’, University of Cambridge

10:55 Testing for Locus-Locus Interactions Using Affected
Relative Pairs: Multipoint Analysis and Incomplete IBD
Peter A. Holmans®, University of Wales

11:20 Joint Analyses of Linked Disease Genes: Location
Estimation and Hypothesis Testing Methods
Joanna M. Biernacka’, University of Toronto; Shelley
B. Bull, University of Toronto; Samuel Lunenfeld,
Research Institute, Toronto; Lei Sun, University of

Toronto
I'1:45 Multilocus Models for Linkage Analysis with Covariates
Jane M. Olson, Case Western Reserve University
12:10 Floor Discussion

89. CoNTRIBUTED PAPERS: BAYESIAN COMPUTING AND

ANALYsIS Kings Garden North

Sponsor: ENAR
Chair: Valerie Ventura, Carnegie-Mellon University

10:30 Loss Function Based Ranking in Two-Stages
Hierarchical Models
Rongheng Lin", Johns Hopkins University; Thomas A.
Louis, Johns Hopkins University, Susan Paddock,
Rand Statistics Group; Greg Ridgeway, Rand
Statistics Group

10:45 Bayesian Factor Analysis Models for Mental
Disorders:\\A Case Study of the Whiteley Index For
Hypochondriasis
David M. Shera’, The Children’s Hospital of
Philadelphia / University of Pennsylvania; Joseph G.
Ibrahim, University of North Carolina

11:00 Benefits Of Benchmark Estimation
Steven N. MacEachern®, The Ohio State University;
Subharup Guha, The Ohio State University

I1:15 Bayesian Machine Learning for Large P Small N
Regression
Sounak Chakraborty®, University of Florida; Malay
Ghosh, University of Florida; Bani K. Mallick, Texas
A&M University

PITTSBURGH, PA

11:30 Evaluation of Bayesian Model Diagnostic Techniques
Guofen Yan', Cleveland Clinic Foundation; .
Sedransk, Case Western Reserve University and
Energy Information Administration

I'1:45 Combining Phylogenetic Information and
Environmental Factors in Hierarchical Modeling to
Explain Species Diversity
Shanshan Wu'", University of Connecticut; Paul O.
Lewis, University of Connecticut; Mark Holder,
University of Connecticut; John A. Silander,
University of Connecticut; Andrew Latimer ,
University of Connecticut; Anthony G. Rebelo,
National Botanic Institute, Kirstenbosch, South Africa;
Alan E. Gelfand, Duke University

12:00 Floor Discussion

90. CoNTRIBUTED PAPERS: NONPARAMETRIC METHODS

Rivers
Sponsor: ENAR
Chair: Joan Staniswalis, University of Texas El Paso
10:30 Nonparametric Confidence Sets for Densities and

Clusters
Woncheol Jang’, Carnegie Mellon University;
Christopher Genovese, Carnegie Mellon University;
Larry Wasserman, Carnegie Mellon University

10:45 On Nonparametric Regression for Current Status
Data
Deborah Burr®, Ohio State University; Shanti
Gomatam, Center for Devices and Radiological
Health, U.S. Food and Drug Administration

11:00 Rank-Sum Tests for Clustered Data
Somnath Datta’, University of Georgia; Glen A. Satten,
Centers for Disease Control and Prevention

I1:15 Nonparametric Estimation of an Intensity Function
and Its Breakpoint with Applications to Spike Train
Data in Neuroscience
Matt Gregas’, University of Minnesota

11:30 Local Isotonic Regression
Derick R. Peterson®, University of Rochester
I1:45 A Penalized Nonparametric Maximum
Likelihood Approach to Species Richness
Estimation

Ji-Ping Z. Wang’, Northwestern University; Bruce G.
Lindsay, Penn State University

12:00 Nonparametric Variable Selection via Component
Shrinkage
Yi Lin, University of Wisconsin, Madison;
Hao H. Zhang', North Carolina State University
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91. CoNTRIBUTED PAPERS: MEASUREMENT ERROR

METHODS ,
Brigade

Sponsor: ENAR

Chair: Abdus Wahed, University of Pittsburgh

10:30 A Weighted Estimated Likelihood Method for Two-
Stage Outcome-Dependent Study Using Kernel
Smoother
Xiaofei Wang', Duke University; Haibo Zhou,
University of North Carolina at Chapel Hill

10:45 A Logistic Regression Model with Misclassification in
the Outcome and Categorical Covariate
Michelle A. Detry’, The University of Texas;
Wenyaw Chan, The University of Texas

11:00 Impact of Measurement Accuracy on Sample
Size Estimation Using Pilot Pain Assessment: A
Simulation Study
Yen-Hong Kuo', Jersey Shore University Medical
Center; Yen-Liang Kuo, Kinmen County Hospital

I1:15 Measurement Error in Time Series Models
John W. Staudenmayer”, University of Massachusetts
at Amherst; John P. Buonaccorsi, University of
Massachusetts at Amherst

11:30 Closed Form Semiparametric Estimators for
Measurement Error Models
Yanyuan Ma’, North Carolina State University;
Anastasios A. Tsiatis, North Carolina State University

I'1:45 Covariate Measurement Error in Dual Systems
Models
Gaitri Gunasekara”; Michigan Technologies
University; Thomas D. Drummer, Michigan
Technological University

12:00 A Model for a Latent Factor Predicting a Categorical
Latent Outcome with Application to Eating
Disorders Risk and Body Satisfaction
Jia Guo’, University of Minnesota; Melanie M. Wall,

University of Minnesota

92. CoNTRIBUTED PAPERS: LONGITUDINAL DATA Il
Kings Garden South

Sponsor: ENAR
Chair: Gong Tang, University of Pittsburgh

10:30 A Joint Latent Autoregressive Model for Longitudinal
Ordinal Data and Patient Dropout with Informative
Missingness
George A. Capuano’, University of North Carolina
University at Chapel Hill; Pranab K. Sen, North
Carolina University at Chapel Hill
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10:45 Choosing the Optimal Poct Device Via a
Longitudinal Study
Jason T. Connor”, Carnegie Mellon University;
Kenneth M. Shermock, The Johns Hopkins Hospital;
Emily Stewart, Brigham Young University; Jodie Fink,
Cleveland Clinic Foundation; Lee Bragg, Kaiser
Permanente

11:00 Bayesian Analysis of Mixed-Effects Time Varying-
Coefficient Models for Longitudinal Data
Yi-Liang Tung’, National Taiwan University, Taiwan,
R.O.C

I1:15 Multivariate Transition Models for Longitudinal
Binary Data
Leilei Zeng", University of Waterloo; Richard R.J.
Cook, University of Waterloo

11:30 The Efficient Estimation of Nonlinear Effects in Both
Cross-Sectional and Longitudinal SEM
Andreas G. Klein®, University of lllinois at Urbana-
Champaign; Bengt O. Muthen, University of
California Los Angeles

11:45 Sample Size Calculation for Studies with Correlated
Ordinal Outcomes
Hae-Young Kim®, Centers for Disease Control and
Prevention; John M. Williamson, Centers for Disease
Control and Prevention; Cynthia M. Lyles, Centers
for Disease Control and Prevention

12:00 Floor Discussion

93. CoNTRIBUTED PAPERS: GENETIC MAPS, LINKAGE
DisEQUILIBRIUM AND HAPLOTYPE ANALYSIS

Dugquesne
Sponsor: ENAR
Chair: Eleanor Feingold, University of Pittsburgh
10:30 A Closer Look at Human Recombination
John Barnard’, Cleveland Clinic Foundation
10:45 On the Use of Prior Information to Develop Genetic
Maps

Chris A. Andrews®, Oberlin College

11:00 A Uniform Measure of Linkage Disequilibrium for
Markers with Two or More Alleles
Chun Li", Center for Human Genetics Research,
Vanderbilt University

I1:15 Estimating the Haplotype Specific Disease Risk in a
Case-Control Study
Nandita Mitra®, Memorial Sloan-Kettering Cancer
Center; E.S. Venkatraman, Memorial Sloan-Kettering
Cancer Center; Colin B Begg, Memorial Sloan-
Kettering Cancer Center
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11:30 Pruning The Reconstructed Haplotype Frequencies
in Association Analysis
Jung-Ying Tzeng’, North Carolina State University

I1:45 Integration of Association Statistics Over Genomic
Regions Using Bayesian Adaptive Regression Splines
Xiaohua Zhang', Merck Research Laboratories;
Kathryn Roeder, Carnegie Mellon University;
Garrick Wallstrom, Carnegie Mellon University;
Bernie Devlin, University of Pittsburgh School of
Medicine

12:00 Floor Discussion

94. CoNTRIBUTED PAPERS: METHODS FOR MULTIPLE
ENDPOINTS

Benedum
Sponsor: ENAR
Chair: Janelle S. Erickson, Eli Lilly and Company
10:30 Conditional Estimation for Generalized

Linear Models When Covariates are Subject-
Specific Parameters in a Mixed Model for
Longitudinal Measurements
Ering Li*, North Carolina State University; Daowen
Zhang, North Carolina State University; Marie
Davidian, North Carolina State University

10:45 Joint Modeling of Adherence and Repeated Measures
Wei Lang’, Wake Forest University; Lisa A. Weissfeld,
University of Pittsburgh; Ralph B. D’Agostino, Jr.,
Wake Forest University

11:00 K-Means Cluster Analysis of Longitudinal
Trajectories with Smoothing
David R. Gagnon’, Boston University School of
Public Health; Margaret Stedman, Boston University
School of Public Health

I1:15 Application of the Time-Varying Autoregressive
Model with Covariates
Tulay Koru-Sengul’, University of Pittsburgh; David
S. Stoffer, University of Pittsburgh; Patricia R.
Houck, University of Pittsburgh; Jean M. Miewald,
University of Pittsburgh; Daniel J. Buysse, University
of Pittsburgh; David ]. Kupfer, University of Pittsburgh

11:30 Point Estimate After Group Sequential Tests
Keyue Ding", National Cancer Institute of Canada,
Clinical Trials Group Queen’s University

I'1:45 Investigation Of Two Kinds Of Decision Rules For
Bivariate Sequential Tests Based On Marginal Criteria
Yanli Zhao", University of Minnesota; Patricia M
Grambsch, University of Minnesota; James D.
Neaton, University of Minnesota

PITTSBURGH, PA

12:00 Statistical Issues in the Analysis of Experimental
Psychopharmacology Studies
Ralitza V. Gueorguieva’, Yale University; Yu-Te Wu,
Yale University; John Krystal, Yale University

95. CoNTRIBUTED PAPERS: BIOSTATISTICAL THEORY AND

EsTiMATION Le Bateau

Sponsors: ENAR/IMS
Chair: Anastasios Tsiatis, North Carolina State University

10:30 Applications Of Convolution Parameter Estimation
Calvin L. Williams®, National Science Foundation
10:45 Bounds on the Biasing Parameter and the Moments

of the Stochastic Shrinkage Parameters of the Liu
Type Estimator
Fikri Akdeniz®, Cukurova University

11:00 Estimation of Attributable Fraction Using Data From
Partial Questionnaire
E Andres Houseman®, Harvard School of Public
Health; Donald K Milton, Harvard School of Public
Health

11:15 Estimate the Mean Treatment Effect in the Presence
of Measurement Errors
Zhe Shang’, Wyeth Pharmaceuticals

11:30 Properties of Wald and Score Statistics — The Two
Sample Case for Generalized Linear Models, and
Implications for More General Models
David | Warton®, University of New South Wales

I'1:45 What is the Degree of Deviation From Balance in
Comparing Two Independent Groups Means? A
Simulation Study
Handan Camdeviren®, Mersin Universitesi; Mehmet
Mendep, Mersin Universitesi; Refik Burgut, Mersin
Universitesi, Mehmet A. Sungur, Mersin Universitesi
Seval Kul, Mersin Universitesi

12:00 Adjusting O’Brien’s Test to Control Type | Error for
the Generalized Nonparametric Behrens-Fisher
Problem
Peng Huang’, Medical University of South Carolina;
Barbara Tilley, Medical University of South Carolina;
Stuart Lipsitz, Medical University of South Carolina;
Robert Woolson, Medical University of South
Carolina
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A Comparison of Estimators of Population Slope under
Informative Drop-Out in Longitudinal Studies

Hai Lin and Elizabeth H. Slate, Medical University of South
Carolina

A Bayesian Nonparametric Repeated Fractional Data Model
Ying Yang and Peter Mueller, The University of Texas M.D.
Anderson Cancer Center

Modeling Two or More Categorical Variables that Allow
for Multiple Category Choices

Christopher R. Bilder, University of Nebraska-Lincoln;
Thomas M. Loughin, Kansas State University

Model Selection for Clustered Recurrent Event Data Using
Nested Gamma Frailty Models

Xin Zhi, University of Minnesota School of Public Health;
Lynn E. Eberly, University of Minnesota School of Public
Health

Reliability and Validity of Daily Collection of Symptom
Data in Midlife Women

Imke Janssen, Rush University; Peter M. Meyer, Rush
University; Kelly Karavolos, Rush University; Lynda H. Powell,
Rush University

Schematic: A Program for Classifying and Diagramming
Mediators, Moderators, and Independent, Proxy and
Overlapping Risk Factors

John Scott, University of Pittsburgh School of Medicine;
Helena C. Kraemer, Stanford University; Marilyn J. Essex,
University of Wisconsin — Madison; Ellen Frank, University
of Pittsburgh School of Medicine; David J. Kupfer,
University of Pittsburgh School of Medicine

Sample Size Determination in Studies where Health State
Utility Assessments are Compared across Groups and Time
Barbara H. Hanusa, University of Pittsburgh; Christopher
R.H. Hanusa, University of Washington; Chung-Chou H.
Hanusa, University of Pittsburgh; Kevin L. Kraemer,
University of Pittsburgh.

Spatial Cluster Detection using Bayes Factors from
Overparameterized Models

Ronald E. Gangnon, University of Wisconsin - Madison;
Murray K. Clayton, University of Wisconsin - Madison

Extending the Two-Part Model to Accommodate Multiple
Response Opportunities

Leann Myers, Tulane University School of Public Health &
Tropical Medicine; Yeonjoo Yi, Tulane University School of
Public Health & Tropical Medicine

. Effects of Misclassification Error in Hierarchical Poisson

Models
Leslie H. Morgan, Tulane University; Leann Myers, Tulane
University; Frances J. Mather, Tulane University

. A Comparison of Goodness-of-fit Tests for Binomial

Generalized Estimating Equations Models
Huiyi Lin, Tulane University; Leann Myers, Tulane University

. QTL Analysis in Genotypically Selected Experimental

Populations

Zongli Xu, University of North Carolina at Chapel Hill; Fei
Zou, University of North Carolina at Chapel Hill;

Todd . Vision, University of North Carolina at Chapel Hill

. A Cost Effectiveness Analysis of Mean Time in Moderate —

to-Severe Alzheimer’s Disease
Xiaoning (Joanie) Zhu, Medical University of South Carolina;
Kit N. Simpson, University of South Carolina

. A Full Pedigree based Method for the Statistical

Assessment of Genetic Anticipation

Tracy J. Costello, M.D. Anderson Cancer Center and
The University of Texas - Houston; Christopher |. Amos,
M.D. Anderson Cancer Center

. Latent Trait Rater Agreement Models with Applications in

Oral Health
Elizabeth G. Hill, Medical University of South Carolina;
Elizabeth H. Slate, Medical University of South Carolina

. Understanding Systematic Variation in Gel Electrophoresis

Jeffrey C. Miecznikowski, Carnegie Mellon University, Kim
Sellers, Carnegie Mellon University; William F Eddy,
Carnegie Mellon University; Jon Minden, Carnegie Mellon
University

Some New Multivariate Cusum Quality Monitoring
Procedures

Richard A. Johnson, University of Wisconsin-Madison;
Ruojia Li, University of Wisconsin-Madison
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. Factors Affecting the Performance of a Syndromic

Surveillance Outbreak Detection Algorithm

Ling Wang, Boston University School of Public Health;
Paola Sebastiani, Boston University School of Public Health;
Kenneth D. Mandl, Harvard Medical School

. Bayesian Methods for Individual Bioequivalence Studies

Janelle S. Erickson, Eli Lilly and Company; John W. Seaman,
Jr., Baylor University

Receiver Operating Characteristic Curve Analysis in
Follow-Up Studies With Censoring
James B. Kampert, The Cooper Institute

Missing Data in Palliative Care
J. Lynn Palmer, M.D. Anderson Cancer Center

Comparison for Stochastic Compartment Models of a
Digestive System in Forage-Feed Animals
Yoonsung Jung, Kansas State University

Shrinkage Correction for Prediction — Future Random X
Cases

Xue Xin, Tulane University School of Public Health and
Tropical Medicine; Leann Myers, Tulane University School
of Public Health and Tropical Medicine

PITTSBURGH, PA

24.

25.

26.

27.

EM Algorithm Based Genetic Tests of Association and/or
Linkage with Missing Parental Data

Chao-Yu Guo, Boston University School of Public Health;
Kathryn Lunetta, Genome Therapeutics, Corp.; Anita
DeStefano, Boston University School of Public Health;
Josée Dupuis, Boston University School of Public Health;
L. Adrienne Cupples, Boston University School of Public
Health

Systematic Assessment of Affymetrix Microarray Data
Quality

Chaohui Wang, Cleveland Clinic Foundation; Xuejun Peng,
Cleveland Clinic Foundation; Eric Blalock, University of
Kentucky

The Extended Clinical Trial
Robert A. Parker, Center for Biostatistics in AIDS
Research, Harvard School of Public Health

A Sensitivity Analysis of Longitudinal Dropout Data Using
OSWALD

Amy E. Begley, University of Pittsburgh; Gong Tang,
University of Pittsburgh; Patricia R. Houck, University of
Pittsburgh; Sati Mazumdar, University of Pittsburgh; Benoit
H. Mulsant, University of Pittsburgh; Charles F Reynolds,
University of Pittsburgh
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1. Advances in Latent Variable Methodology: Bridging the Gap Between Social Science and Biomedical

LATENT VARIABLESIN THE SOCIAL SCIENCES
Kenneth A. Bollen”, University of North Carolina, Chapel Hill

This paper isan overview of the meaning, properties, and uses of latent variablesin the social sciences. More specifically,
the purposes of the paper are: (1) to present definitions and uses of latent variables, (2) to contrast the uses of latent variables
in different statistical models, and (3) to discuss common issues that emerge when using latent variables. The paper reviews
several common ways of defining latent variables and introduces a sample realization definition. According to the sample
realization definition, alatent random variable for a case is a random variable for which there is no sample realization for
that casein agiven sample. An analogous definition is given for latent nonrandom variables. Properties attributed to latent
variables arereviewed. Following this are discussions of latent variablesin multiple regression, limited dependent variable
models, classical test theory, factor analysis, item response theory, latent structure analysis, general structural equation
models, and random coefficients as latent variables. The paper concludes that the sample realization definition of latent
variables offers some advantages in highlighting common problems and properties of these type of variables in typical
statistical models.

e-mail: bollen@unc.edu

BAYESIAN LATENT VARIABLE METHODS IN BIOMEDICAL APPLICATIONS
David B. Dunson”, National Institute of Environmental Health Sciences

Inrecent years, biomedical studies have becomeincreasing complex, often involving highly multidimensional measurements
having mixed discrete and continuous scales. In such settings, latent variable models are very useful for characterizing the
complex dependency structure, while reducing dimensionality and simplify joint inferences (e.g, on the overall effect of a
treatment or exposure variable). This talk briefly reviews recent Bayesian work on underlying normal and generalized
linear models with latent variables. A new class of underlying Poisson-gamma latent variable modelsis then proposed for
mixed discrete data, motivated by tumor studies that collect event time, count, and binary responses. Properties of the
model are discussed, an efficient auxiliary variables MCMC a gorithm is proposed for computation, and the approach is
applied to data from a transgenic mouse bioassay studly.

e-mail: dunsonl@niehs.nih.gov
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INTEGRATING BIOMETRIC AND PSYCHOMETRIC LATENT VARIABLE MODELING
Bengt O. Muthen’, UCLA

This talk discusses analysis with latent variables in a general modeling framework. The combined use of both categorical
and continuous latent variables allows representation of common statistical concepts such asfinite mixtures, random effects,
and frailties as well as psychometric concepts such as latent classes and factors measured by multipleindicators. Observed
outcomes may be continuous, categorical, counts, and limit-inflated. Examples include latent class regression models,
growth mixture modeling with latent trajectory classes, discrete- time mixture survival modeling, latent transition modeling,
hidden Markov mixture models, factor mixture analysis, structural equation models with non-linearities among the latent
variables, modeling of non-ignorable missing data, and modeling of multilevel data. The general modeling framework
integrates all these concepts and model components, leading to arich set of extensions of existing models. Examples are
drawn from biometrics and psychometrics and are estimated using the new version of the M plus program, which implements
this general modeling framework.

e-mail: bmuthen@ucla.edu

LATENT VARIABLE MODELS; CAUSAL ESTIMATION, EXTRAPOLATION AND SPECULATION

Scott L Zeger®, The Johns Hopkins University
Kathryn A Ziegler, The Johns Hopkins University

Latent variables models are widely used in biomedical and public health research to address causal questions. Examples
include generalized linear mixed models, latent class and structural equation models. The parameters in these models are
attractive because they often have causal interpretations. For example, a random effects logistic regression parameter
approximates the ratio of an individual’s risk given exposure to what that same person’s risk would be if unexposed. This
talk will discuss the evidence relevant to parameter estimation in latent class models and the role of model assumptionsin
guantifying that evidence. We will begin by reviewing the concepts of estimation and extrapolation in the simple problem
of predicting aresponseY at a new covariate value X=c given atraining set of X,Y valuesfor Xsin theinterval [a,b]. We
will then extend these ideas to the case of mixed models and propose graphical displays and quantitative measures that help
us better understand where the inference about a particular parameter resides on the estimati on — extrapol ation — specul ation
continuum. Therolefor model averaging will be discussed. Theideaswill beillustrated with an analysis of arecent public
health data set.

e-mail: kziegler@jhsph.edu
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2. Evaluating National Security Surveillance Tools

NONPARAMETRIC MEASURES OF DEPENDENCE, AND AGGREGATED ALGORITHMS, IN BIOMETRIC
RECOGNITION PROBLEMS

Andrew L. Rukhin®, NIST and UMBC

Automated biometric systems to detect or verify personal identity using physiological and/or behavioral characteristics are
widely used in homeland security. Various such systems are now commercially available, and recent technological progress
makes it possible to evaluate their performance consistently and comprehensively. In identification systems, a biometric
signature of an unknown person is presented to asystem which comparesthis‘ probe’ with adatabase of biometric signatures
of known individuals, called the gallery. From this comparison, the system reports similarity scoresrelating the probe to the
signatures in the gallery. The gallery items are then ranked according to these similarity scores. The matches with highest
similarity scores are expected to contain the true identity. Thistalk addresses two related issues: how to compare, and how
to combine, different face recognition algorithms on the basis of their similarity scores. An examplefrom the Face Recognition
Technology program, with four face recognition algorithms, is examined.

e-mail: rukhin@cam.nist.gov

SYNDROMIC SURVEILLANCE: ISIT WORTH THE EFFORT?

Michael A. Stoto’, RAND
Matt Schonlau, RAND
LouisT. Mariano, RAND

Syndromic surveillance systems are intended to give early warnings of bioterrorist attacks. However, even with access to
the requisite data and perfect organizational coordination and cooperation, the statistical challengesin detecting an incident
are formidable, involving a tradeoff among sensitivity, the false positive rate, and timeliness. We analyzed four statistical
detection algorithms using daily counts of patientswith influenza-likeillnessfrom ahospital emergency department. Under
these conditions outside of the flu season, the detection algorithms had a roughly 50 percent chance of detecting a “fast”
outbreak on the second day. The“slow” outbreak was more difficult to detect; detection algorithmsthat integrate datafrom
more than one day were roughly equivalent to each other but have only a 50 percent chance at day 9. The benefits of
syndromic surveillance also depend on how well these systems are integrated into public health. Even in the best of
circumstances syndromic surveillance sets off an alarm that must be investigated before any action can be taken, and
deciding what to do can be difficult. Given these results, city and state health departments should be cautious in investing
in costly syndromic surveillance systems.

e-mail: mstoto@rand.org
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ASSESSING PERFORMANCE AND WEIGHING EVIDENCE FROM NATIONAL SECURITY SCREENING TOOLS

Peter B. Imrey”, Ph.D., Cleveland Clinic Foundation
David L Faigman, J.D., Hastings College of the Law

The controversial Defense Advance Projects Research Agency Program titled “ Total Information Awareness,” subsequently
renamed “ Terrorism Information Awareness (TIA),” researched technologies with potential counterterrorist applications,
including database aggregation initiatives and development of tools oriented in some sense “biometrically.” The latter
included Human-ID, integrating automated facial recognition, human physical interaction patterns, and other information;
and the Bio-Event Advanced L eading Indicator Recognition Technology (Bio-ALIRT) Program for disease outbreak detection.
Although Congress eliminated 2004 DARPA funding for TIA, some components (e.g., Bio-ALIRT) were excepted and
other efforts have likely been transferred, with deployment restrictions, to the classified National Foreign Intelligence
Program (NFIP). Informed by previous work on national security polygraph screening, this paper will consider statistical
issues common to evaluations of high-throughput “biometric” screening technol ogies, and suggest how statistical and other
perspectives might influence how courts deal with their results. Implications and inadequacies of possible evaluation
models, such as the conventional signal detection paradigm for disease diagnosis and screening, and of how the legal
system processes scientific testimony, will be discussed.

e-mail: pimrey@bio.ri.ccf.org

3. Recent Developments in Phase | Trial Design

DETERMINING A MAXIMUM TOLERATED SCHEDULE OF A CYTOXICAGENT

Thomas M. Braun®, University of Michigan
Peter F. Thall, M.D. Anderson Cancer Center
Zheng Yuan, University of Michigan

Most phasel clinical trials are designed to determine amaximum tolerated dose (MTD) for asingleinitial administration or
treatment course of an experimental cytotoxic agent. In actual clinical practice, however, physicians often administer the
agent to the patient repeatedly and monitor long-term toxicity due to cumulative effects. We propose a new dose-finding
method for such settings, based on the time to toxicity, rather than on a binary outcome used in traditional Phase | designs.
Our model and method account for the patient’s entire sequence of administrations, with the overall hazard of toxicity
model ed asthe sum of a sequence of hazards, each associated with one administration. The goal isto determine amaximum
tolerated schedule, rather than aconventional MTD for only thefirst course. Datamonitoring and decision making are done
continuously throughout the trial. We illustrate the method in an allogeneic bone marrow transplantion trial seeking to
determine how long a recombinant human growth factor can be adminsistered as prophylaxis for acute graft-versus-host
disease. We also present a simulation study in the context of thistrial.

e-mail: tombraun@umich.edu
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MODELING DOSE-TOXICITY RELATIONSHIPIN PHASE | CLINICAL TRIALS
Ken Cheung’, M.D. Columbia University

The continual reassessment method (CRM) is a sequential design used in phase | clinical trials to determine the maximal
dose with acceptable toxicity. It has been established that the CRM is consistent under certain conditions but not generally.
When the method does not converge to the target dose, some dose-response models will be more sensitive than othersin
terms of how close the converged doseisto thetarget. Thistalk givesaquick survey on the choice of dose-response models
and provides asimpletechniqueto eval uate the sensitivity of one-parameter model swhen used with the CRM. Thetechnique
presented is found to be a useful tool in planning phase | trials that use the CRM.

e-mail: cheung@biostat.columbia.edu

DOSE-FINDING WITH TWO AGENTSIN PHASE | ONCOLOGY TRIALS

Peter F. Thall*, M.D. Anderson Cancer Center
Randall E. Millikan, M.D. Anderson Cancer Center
Peter Mueller, M.D. Anderson Cancer Center
Sang-Joon Lee, M.D. Anderson Cancer Center

An adaptive two-stage Bayesian design is proposed for finding one or more acceptable dose combinations of two cytotoxic
agents used together in aphase | clinical trial. The method requires dose-toxicity information on of each of the two agents
used alone as a single agent, either elicited from the physicians planning the trial or obtained from historical data. A
parametric model isassumed for the probability of toxicity asafunction of thetwo doses. Informative priorsare constructed
for parameters characterizing the single-agent toxicity probability curves, and vague priors are assumed for parameters
characterizing two-agent interactions. A practical method for eliciting the single-agent parameter priorsis described. The
design is applied to atrial of gemcitabine and cyclophosphamide, and a simulation study of the design is presented.

e-mail: rex@mdanderson.org
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4. Statistics and Neuroscience

MAXIMUM LIKELIHOOD ESTIMATION FOR MULTIVARIATE POINT PROCESS MODELS OF NEURAL
SPIKING ACTIVITY

Emery Brown’, Harvard University

Multivariate point process model are a much needed tool of analyzing neural spiking activity. While these models are
straight forward to specify for simulation purposes, their use in estimation has seen limited application. We describe an
efficient implementation of an algorithm originally developed by Chornoboy for fitting multivariate point process models
by maximum likelihood. We describethe theoretical propertiesof the algorithm and illustrate its application by constructing
amultivariate point process model to a collection of 32 hippocampal neurons recorded simultaneously during 13 minutes.
Thea gorithm suggests an computationally tractable approach to ng network structurein an ensemble of simultaneously
recorded neurons.

e-mail:

FINDING CONSISTENT ACTIVATION ACROSS FMRI TASKS: USING PFDRTO TEST A UNION OF NULLS
Thomas E Nichols', University of Michigan

Psychologists studying memory use Functional Magnetic Resonance Imaging (fMRI) to understand how information is
encoded, stored and retrieved in the brain. Short term, or working memory, can be ‘probed’ in a number of ways, say by
asking a subject to remember alist of words, or alist of digits, or even even a collection of shapes (triangles, squares, etc).
The goal isto identify regions of the brain that support working memory generically, but which are not specialized to words
or numbers or shapes. Thisrequirestesting aunion of nulls (no effect in one or more of the threetasks) versusan intersection
of alternatives (effectsin all threetasks). Worsley and Friston proposed using the maximum P-valueto test for aintersection
of effects, but their inference is based on the intersection of nulls. We propose using Storey’s Positive False Discovery Rate
(PFDR) to make inference on the union of nulls. Storey showsthat pFDR can be interpreted as the posterior probability of
the null given that a statistic liesin areection region. Our method can approximately be seen as making inference on the
sum of g-values. We demonstrate the method on simulated and real data.

e-mail: nichols@umich.edu
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STATISTICAL MODELSAND ISSUES FOR NEURAL PROSTHESES

Valerie Ventura, Carnegie Mellon University
Cari Kaufman®, Carniegie Mellon University

Neurons in motor cortex areas encode information about movement variables in their firing rate, so that, reversing the
problem, it is possible to predict movements given the observed firing rates of a population of neurons. Now that it is
possibleto record the activity of many neurons simultaneously, this paradigm can be used to build prothetic devices. Inthis
presentation, we propose a statistical model that allows a monkey to use a prosthetic arm for reaching tasks. Issuesinvolve
determining what movement or feed-back variables cortical neurons encode, building an efficient model that is robust to
unpredictable variationsin the brain, and producing smooth dynamic real-time arm movements. Key words: particulefilter,
importance sampling spherical Fisher distribution, point process models.

e-mail: vventura@stat.cmu.edu

5. Statistical Review in the Medical Literature

REVIEWING CLINICAL RESEARCH
James H. Ware', Harvard School of Public Health

The role of biostatistical thinking and methods in the design, analysis, and interpretation of clinical studies has grown
dramatically over the past two decades. Twenty- five years ago, most reports of clinical research employed rudimentary
statistical methods. Today, most clinical research requires strong statistical collaboration. In response, leading medical
journals have strenthened the statistical review of submitted manuscripts. Many leading journals appoint biostatisticiansto
their editorial staff. Recently, growing interest in meta-analysis and research synthesis has generated a movement toward
greater standardization of reporting, as reflected in the CONSORT guidelines for reporting of clinical trials and similar
guidelinesfor other types of research. Such guidelines, however, can address only the most basic elements of the quality of
statistical reporting. Thistalk will build on more than a decade of experience as a statistical consultant to the New England
Journal of Medicineto reflect on the best practicesin the statistical review of clinical research, challenges for biostatistical
reviewers, and the potential for setting useful standards for reporting to guide authors and reviewers. Reflections are
offered on the some of the common methodol ogic disagreements that lead to disagreements between authors and reviewers.

e-mail: ware@hsph.harvard.edu
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STATISTICAL REVIEW IN THE MEDICAL LITERATURE
Russell Localio’, University of Pennsylvania

Although statistical review in the medical literature has clearly improved the quality of both the design and reporting of
medical studies, the frequency and type of statistical problem in submitted and published manuscripts reflect a series of
continuing structural and process barriers to the best use of statistical methods. The presentation will outline some of the
persistent statistical problems and then discuss the possible influence of these factors: (1) Medical schools have not figured
out how to pay for biostatistics. (2) Some clinicians view statistics as a static science that has been well-distilled into
commercial software that they can use without statistical support. (3) Large studies with many authors, all looking out for
promation, lead to thin slices from the data and analysis deli. (4) Inertiaand bad precedent continue to generate suboptimal
use of statistics (What was good enough for JAMA (or NIH or the FDA) isgood enough for us). Optionsfor medical journal
editors, statisticians, educators, and clinical investigators will be discussed.

e-mail: rlocalio@cceb.upenn.edu

WHY ALL BIOTATISTICIANS SHOULD REVIEW FOR MEDICAL JOURNALS, OR, HOW TO RETAIN YOUR
LIMBSWHILE SWIMMING WITH SHARKS

Steven Goodman’, Johns Hopkins University
The author will present insights and examples from his experience of serving as a statistical editor for Annals of Internal
Medicine for the past 17 years. Research done over the last decade on the effects of statistical review and the statistical
review policies of other medical journals will also be presented and discussed. Many statisticians complain about the

quality of methods employed in published medical research without helping to solve the problem. The case for all
biostatisticians playing arole in the review of medical research will be presented, along with a number of cautions.

e-mail: sgoodman@jhmi.edu

PITTSBURGH, PA 63



TENAR

6. Microarray Normalization and Expression Indices

OPTIMAL USE OF PROBE LEVEL INFORMATION IN AFFYMETRIX GENECHIPANALYSIS
Jianbo Li*, Cleveland Clinic Foundation

Microarray technologies revolutionize life sciences through simultaneous assessment of expression of thousands of
genes. Challenges posed by the analysis of oligonucleotide microarray datalie in part in the uncertainty of the
association between signal intensity and the level of gene expression. We examine the signal variability at the probe
level, amajor source of variation, with the consideration of possible non- specific hybridization and weak hybridization
of the perfect match and the mismatch probes, as well as the number of probe pairs for each gene. We develop a method
for optimal use of such information in analysis of Affymetrix GeneChip data.

e-mail: lijl@ccf.org

NORMALIZATION OF MICROARRAY DATA USING MIXTURE OF SPLINES

Yongsung Joo, University of Florida
George Casella, University of Florida
James Booth, University of Florida
Keunbaik Lee", University of Florida

The normalization has been one of big issuesin analyzing microarray data. This paper proposes to detrend the dye biasin
cDNA microarray analysis using the Bayesian mixture of splines model. Also we developed a test for between group
comparisons of each gene, using the average of cumulative probabilities.

e-mail: lee@stat.ufl.edu
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A TWO-WAY SEMI-LINEAR MODEL FOR NORMALIZARION AND SIGNIFICANT ANALY SIS

Deli Wang', The University of lowa
Jian Huang, The University of lowa
Cuihui Zhang, Rutgers University

Microarray analysis is a technology for monitoring gene expression levels on a large scale and has been widely used in
functional genomics. A basic problem in the analysis of cDNA microarray data is normalization. A proper normalization
procedure ensures that the intensity ratios provide meaningful measures of relative expression values. We propose a two-
way semi-linear model (TW-SLM) for normalization and significant analysis of microarray data. This method does not
makethe usual assumptions underlying some of the existing methods. For exampl e, it does not assumethat: (i) the percentage
of differentially expressed genes is small; or (ii) the numbers of up- and down-regulated genes are about the same, as
required in the lowess normalization method. The TW-SLM also naturally incorporates uncertainties due to normalization
into significant analysis of microarrays. We use a robust semiparamtric approach to estimate the normalization curves and
the normalized expression values. We also conduct simulation studies to evaluate the TW-SLM method and apply it to two
microarray data sets asillustrations.

e-mail: deli-wang@uiowa.edu

EVALUATION OF AFFYMETRIX PROBE LEVEL SUMMARIZATION ALGORITHMS USING QUALITY
CONTROL GENES

Yaomin Xu", Cleveland Clinic Foundation
Xuegjun Peng, Cleveland Clinic Foundation

Multiple probe pairs are designed for an individual gene with Affymetrix oligonucleotide microarray technology. It has
been a big challenge to develop an algorithm to summarize over these multiple probe pairsto get agood measure that truly
reveal s the rel ative abundance of MRNA copiesin the sample. Many algorithms have been proposed, such asMAS5.0, Li-
Wong and RMA, etc. Comparisons of these algorithms have been made using the Spike-in data and the dilution data. Here
we compare them using the quality control probe setsdesigned on every Affymetrix commercial Genechips®. The consistency
and discrepancy between the above algorithms are evaluated. Using the permutations of the arrays, we also evaluated the
false positive rates of each algorithm. We found that MAS5.0 has the lowest false positive rate.

e-mail: yxu@bio.ri.ccf.org
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SOME ISSUES ON CROSS-VALIDATION IN MICROARRAY DATA ANALYSIS
Wenjiang M. FU", TexasA & M University

Cross-validation (CV) has been used widely in model fitting and data analysis to prevent overfitting or to select tuning
parameters. In recent works, it has been used to estimate misclassification error in micro-array data analysis. Although it
provides unbiased estimation for error ratein general, itslarge variation for small samples makesit less competitive. Inthis
talk, we will consider some issues on the CV and propose some methods aiming to improve the CV in the special setting,
i.e.n<<p, for micro array data.

e-mail: wfu@stat.tamu.edu

A CASE STUDY ON CHOOSING NORMALIZATION METHODSAND TEST STATISTICS FOR MICROARRAY
DATA

Yang Xi€', University of Minnesota
Wei Pan, University of Minnesota
Keyong S. Jeong, University of Minnesota
Arkady Khodursky, University of Minnesota

DNA microarray is abiological technology which permits the whole genome to be monitored simultaneously on a single
chip. Some very common questions for microarray data analysisare: Should we normalize arrays to remove the potential
systematic biases? What normalization method to use? How should we implement statistical tests? There may not be
uniform and easy answers to these questions. In this paper, we use areal data exampletoillustrate practical approachesto
addressing these questions. The example istaken from a DNA-protein binding microarray experiment aimed at furthering
our understanding of transcription regulation mechanisms, one of the most important issuesin biology. For the purpose of
preprocessing data, we suggest looking at descriptive plots first to decide whether we need do normaliztion or not, and if
yes, what normalization method to use. For one-sample comparison, we recommend using an empirical Bayes method (B
statistic) since it performs much better than traditional methods, such as the sample mean (M statistic) and Student’s t
statistic, and it is also relativly easy to compute and explain when compared to others. False discovery rate is used to
evaluate the different methods, and our comparative results lend support to our above suggestions.

e-mail: yangxie@biostat.umn.edu
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ADAPTIVE SVD APPROACHES OF ESTIMATING EXPRESSION INDEXES FOR OLIGONUCLEOTIDE ARRAY S

Jianhua Hu", University of North Carolina at Chapel Hill
Fred Wright, University of North Carolina at Chapel Hill
Fel Zou, University of North Carolina at Chapel Hill

A widely used type of microarray isthe multiprobe oligonucleotide array, with the attractive feature of the probe redundancy.
Theterm “expression index’ describes a statistic used to represent expression level for aparticular gene estimated from raw
hybridizationintensitiesonthearray. The careful estimation of expression indexes becomesimportant, because the resulting
statistical inferences in an experiment are all based on it. We discuss two approaches for constructing expression indexes
using singular value decomposition (SVD). One approach can adaptively estimate expression indexes from raw intensities
of oligonucleotide array probes, and requires a data structure often employed in array experiment. We show that a popular
model-based expression index proposed by Li and Wong (2001a) isaspecial case of our estimates. The other approach uses
adatatransformation guided by an entropy measure, which itself is computed from the SV D-based estimates. The entropy-
based approach can be viewed as a means of improving model fit, thereby improving the estimated expression index. The
methods are demonstrated with simulation and applications to two real data sets.

e-mail: jhu@bios.unc.edu

7. Missing Data for Longitudinal Data Trials

A PATTERN-SELECTION APPROACH FOR THE ANALY SIS OF LONGITUDINAL DATA WITH INFORMATIVE
MISSINGNESS

Soomin Park”, Eli Lilly and Company
Lei Shen, The Ohio State University

The phenomenon of missing datais common in longitudinal studies. If data are not missing at random and mixed effect
models are used in the analysis, then the missingness is non-ignorable, in the sense that ignoring the missing mechanism
leads to biased estimators. Random-effect-based non-ignorable missingness, also termed informative missingness, is
reasonable when the missing probabilities are related to unobserved individual characteristics. Inthistalk weillustrate the
relationship between selection and pattern-mixture models. We then propose a pattern-selection approach to combine the
strengths of these two types of models. Some components of this approach, such as the computation of summary measures
for missingess and the choice of identifying restrictions, are guided by a selection model, whilethe estimationisin principle
done using a pattern mixture model to achieve robustness. Efficient estimators are obtained using an empirical Bayes
method.

e-mail: park_soomin@lilly.com
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ANALY SISOF THE BIAS CAUSED BY USING THEAVAILABLE CASE METHOD WITH LONGITUDINAL DATA

Lin Wang’, University of Wisconsin Madison
Mari Palta, University of Wisconsin Madison
Jun Shao, University of Wisconsin Madison

When correlated observations are made repeatedly over time on the same individuals, there are often observations missing
at one or severa time points. Available case analysis is the simplest method to apply in the analysis of such data, but
depending on the model structure and missing mechanism, biased estimators may result. We derive an upper bound for the
asymptotic biasin regression coefficients resulting from available case analysis for Gaussian data where the probability of
observing the outcome at a given data point follows a probit model conditionally on either some preceding or the present
outcomes. This upper bound can be calculated directly from the data. Also a GEE method with separate weight for each
observation is considered to adjust for bias.

e-mail: wangl @stat.wisc.edu

NONPARAMETRIC MULTIPLE IMPUTATION OF INCOMPLETE LONGITUDINAL DATA VIA FUNCTIONAL
MIXED MODEL

Trivellore E. Raghunathan, University of Michigan
Yulei He', University of Michigan

Unbalanced data, wherenot all theindividual s are observed at the sametime points, isacommon featurein many longitudinal
studies. The primary reason is due to nonparticipation even though the original design may have called for measuring all the
individuals at the same time. Alternatively, by design the data may not be collected from all the individuals at every wave
of data collection. A case study that motivated this research involved relating the wealth of the parents during the critical
developmental age ontheir childrens development. Similar problems occur when the longitudinal dataare used to characterize
the exposure information over alife course or during a certain critical period. Multiple imputation approach provides a
framework for handling missing data in such instances. This paper discusses a semiparametric approach using spline
models, within a Bayesian framework, to create imputations. Gibbs sampling is used to obtain the draws. Weillustrate the
proposed method by applying it to the data set of Panel Study of Income Dynamics (PSID). A simulation study is carried
out to evaluate the repeated sampling properties of the inferences obtained using this approach.

e-mail: yuleih@umich.edu
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ESTIMATING TREATMENT EFFECTS FROM LONGITUDINAL CLINICAL TRIAL DATA WITH MISSING
VALUES: COMPARATIVE ANALY SESUNDER DIFFERENT MODEL ASSUMPTIONS

Patricia R. Houck”, University of Pittsburgh
Sati Mazumdar, University of Pittsburgh
Tulay Koru-Sengul, University of Pittsburgh
Gong Tang, University of Pittsburgh
Benoit Mulsant, University of Pittsburgh
Bruce Pollock, University of Pittsburgh
Charles F. Reynolds, University of Pittsburgh

Different analytic approaches for handling missing datain clinical trials can yield conflicting inference. The selection of a
method to analyze clinical trial data often depends on the field of practice and the availability of software. Traditional
methods such as endpoint ANCOVA in completers and intent-to-treat ANCOVA with LOCF, assumes MCAR. Current
methods such as ignorable maximum likelihood (ML) and multiple imputation (M) assume the data are missing at random
(MAR). We have applied these methods along with some unconventional methods such as piecewise modeling and rescue
(treatment adjustment) approach to aclinical trial comparing the antidepressant effectsin an elderly depressed sample. The
different methods give a broad range of results, which affects the inference from thetrial. We conclude that characterization
of the missingness mechanism should be an integral part of any clinical trial data analysis. Research supported in part by
the Mental Health Intervention Research Center for the Study of Late Life Mood Disorders (MH52247) and the Mental
Health Intervention Research Center for Mood and Anxiety Disorder (MH30915).

e-mail: houckpr@upmc.edu

MULTIPLE IMPUTATION FOR LONGITUDINAL DATA WITH INFORMATIVE MISSINGNESS

Wei Deng’, The Ohio State University
Lei Shen, The Ohio State University

The method of multipleimputation by Rubin (1978) iswidely used to handle missing data. It callsfor imputing drawsfrom
apredictive distribution and incorporates the sampling variability due to the missing values. If data are missing at random
in the sense of Rubin (1976), multipleimputation based on the correct missing datamodel, when used along with maximum
likelihood, yields consistent estimators and valid inference. However, multiple imputation for longitudinal data, especially
when missingnessis not at random, has not been well studied. We consider longitudinal datawith informative missingness,
where the missing data process depends on the individual random effects, propose natural extensions of the conventional
multipleimputation method, and study their performanceinthissituation. Itisshown, both analytically and using simulations,
that imputing draws from appropriate predictive distributions can correct the bias in the naive estimators due to ignoring the
missing data mechanism.

e-mail: deng.32@osu.edu
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SEMIPARAMETRIC MODELS FOR LONGITUDINAL BIVARIATE ORDINAL OUTCOMES SUBJECT TO
INFORMATIVE DROPOUTS

David Todem’, Michigan State University
Kyung Mann Kim, University of Wisconsin-Madison

Analysisof clinical trials on antidepressant drugsistypically based on abivariate ordinal vector comprising information on
efficacy and safety parameters. Additionally, it is often the case that subjects drop out prematurely from study, yielding
unbalanced data. A statistical analysis of these data raises a number of challenging issues. The clustering due to repeated
observations from the same subject and the multiplicity of outcomes necessitate the use of methodsfor correlated data. The
dropout process is another important issue. If the censoring process is related to unobserved outcomes, estimates of the
modelsthat do not incorporate this mechanism may be biased. We assume alikelihood-based approach that simultaneously
models bivariate ordinal outcomes and the attrition process within a unified model- based framework. Estimating this
nonignorable model is, however, not our priority because the numerical optimization can be difficult and the model can be
unidentifiable. Instead, this class of modelsis used to assess perturbations of the estimates near the ignorable model. Data
from a psychiatric trial, the Fluvoxamine (an antidepressant drug) study are used to illustrate the method.

e-mail: todem@epi.msu.edu

APPLICATION OF PATTERN MIXTURE MODELSTO NON-IGNORABLE MISSING DATA USING PSEUDO
MAXIMUM LIKELIHOOD ESTIMATION

Changyu Shen, University of Pittsburgh
LisaWeissfeld, University of Pittsburgh

In this work, we fit pattern mixture models to data with a non-ignorable missing response. In estimating the regression
parameters that are identifiable, we use the pseudo maximum likelihood method introduced by Gourieroux et a (1984).
This procedure provides a consistent estimator when the mean structure is correctly pecified for each pattern, with further
information on the variance structure giving an efficient estimator. The estimator is much easier to compute than the current
estimators for this problem. Simulations are carried out to compare this procedure with other methods. A Hausman type
test Hausman, 1978) of model misspecification isalso devel oped. Finally we apply the proposed method to an epidemiologic
cohort study to examine cognition decline among elderly.

e-mail: chsst52@pitt.edu
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8 Applications in Statistical Genetics

EFFECT OF MEASUREMENT ERROR IN REPORTED FAMILY HISTORY ON PREDICTIONS FROM
MENDELIAN MODELS OF DISEASE GENES

Hormuzd A. Katki®, National Cancer Institute, NIH, DHHS
Giovanni Parmigiani, John Hopkins University

Patients with familial history of disease often consult with genetic counsellors about their chance of carrying mutations that
increase diseaserisk. To aid them, many models have been proposed that combine the patient’s reported family history with
knowledge of each gene’stransmission, penetrance and preval ence to predict whether the patient carries del eterious mutations.
Such modelsrely on accurate information about whether and when each family member devel oped the disease. Unfortunately,
accurate information is often unavailable, so it is important to evaluate the sensitivity of the predictions to mistakes in
reported family history. General results about the sensitivity of the predictionsto different types of errorsin reported family
history are derived. If apatient is unsure of some family history information, these results lend guidance as to what types
of family history information demand verification. We apply the results to the BRCAPRO model, which predictstherisk of
carrrying a mutation in the breast and ovarian cancer genes BRCA1 and BRCA?2.

e-mail: katkih@mail.nih.gov

EFFICIENT ALGORITHMS FORALLELE SHARING METHODS TO DETECT LINKAGE USING EXTENDED
PEDIGREES

Saonli Basu’, University of Washington, Seattle

Allele sharing methods provide a robust approach for linkage detection by studying the association in the joint inheritance
pattern of thetrait and a set of markersin pedigrees. Existing allele sharing methods like sib pair or relative pair studies are
less informative about the joint segregation pattern of trait and marker alleles than studies using moderate or large size
pedigreeswith alarge set of affected individualsand individual styped for multiple markers. Moreover, affected individuals
in extended pedigreestend to be more homogeneous with respect to the genetic basis of thetrait and environmental background.
Hence, allel e sharing methods using extended pedigrees can have enormous potential for genetic mapping of traits, especially
complex traits, where it is difficult to model the trait. | propose methodologies for efficient implementation of allele
sharing methods using extended pedigreesfor linkage detection that includes construction of arobust IBD measure, designing
atest statistic that makes more efficient use of the available dataand suggesting acomputationally efficient testing procedure
to test for linkage. Since exact computation of the test statistic is infeasible on large pedigrees, | use MCMC methods to
provide a consistent estimate of the statistic.

e-mail: saonli @stat.washington.edu
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EXTREME SIBLING PAIR DESIGNS FOR QUANTITATIVE TRAIT LOCUS MAPPING

Jin P. Szatkiewicz', University of Pittsburgh
Eleanor Feingold, University of Pittsburgh

Gu et al. (1996) proposed the so-called “ extreme discordant and concordant” (EDAC) sampling design for quantitative trait
locus mapping using sibling pairs. Since then, the design has been used anumber of times, and there has been afair amount
of literature further developing the theory. There has not, however, been a systematic study of the interplay between
sampling plan and choice of test statistic for such designs. Thisisespecially important given that there are a number of new
statisticsin the literature that are appropriate for EDAC data. Inthiswork, we discuss several of the most important EDAC-
type designsin the literature, and use simulation studiesto show what statistics are most powerful for each design. We then
compare the power of the different designs, using the most powerful statistic for each. We conclude that the most powerful
statistics for optimal EDAC samples are to be found among the new statistics; the statistic proposed by Gu et al. (1996) is
no longer the best choice. We also suggest that certain EDAC designs are clearly more powerful and cost-effective than
others - in particular it is probably best to sample more discordant pairs and fewer concordant pairs than most previous
studies have done.

e-mail: jip5@pitt.edu

A HIDDEN MARKQOV MODELING APPROACH FORADMIXTURE MAPPING OF COMPLEX DISEASES

Chun Zhang’, University of California, Davis
Kun Chen, University of California, Davis
Michael F. Seldin, University of California, Davis
Hongzhe Li, University of California, Davis

Admixture mapping is potentially a powerful method for mapping genes for complex human diseases, when the disease
frequency due to a particular disease usceptible gene is different between founding populations of different ethnicity. The
method tests for genetic linkage by detecting association of the allele ancestry with the disease. Since the markers used to
define ancestral populations are not fully informative for the ancestry status, direct test of such association is not possible.
In this paper,we develop a hidden Markov model (HMM) framework for estimating the unobserved ancestry haplotypes
across a chromosomal region based on marker haplotypes. The HMM efficiently utilizes all the marker data to infer the
latent ancestry states at the putative disease locus. In this modelling framework, we consider alikelihood based approach
for detecting genetic linkage based on case-control data. We evaluate by simulations how several factors affect the power
of admixture mapping, including sample size, ethnicity relative risk, marker density and the different admixture dynamics.
Our simulation results indicate correct type 1 error rates of the proposed likelihood ratio test and great impact of marker
density on the power. In addition, simulation results indicate that the methods work well for the admixed populations
derived from both hybrid-isolation and continuous gene-flowing models.

e-mail: usamelie@yahoo.com
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A METHOD FOR USING COMPLETE AND INCOMPLETE TRIOSTO IDENTIFY GENES RELATED TOA
QUANTITATIVETRAIT

Emily O. Kistner’, National Institute of Environmental Health Sciences
Clarice R. Weinberg, National Institute of Environmental Health Sciences

A number of tests for linkage and association with qualitative traits have been devel oped, with the most well known being
the Transmission/Disequilibrium Test (TDT). For quantitative traits, varying extensions of the TDT have been suggested.
The quantitative trait approach we propose is based on extending the log-linear model for case-parent trio data (Weinberg et
a. 1998). Like the log-linear approach for qualitative traits, our proposed polytomous logistic approach for quantitative
traits allows for population admixture by conditioning on parental genotypes. Compared to other methods, simulations
demonstrate good power and robustness of the proposed test under various scenarios of the genotype effect, distribution of
the quantitative trait, and population stratification. In addition, missing parental genotype data can be accommodated
through an Expectation-Maximization (EM) algorithm approach. The EM approach allows recovery of most of the lost
power due to incomplete trios.

e-mail: ekistner@bios.unc.edu

STOCHASTIC SEARCH GENE SUGGESTION: A BAYESIAN HIERARCHICAL MODEL FOR GENE MAPPING

Michael D. Swartz', Rice University, M.D. Anderson Cancer Center
Marek Kimmel, Rice University

Mapping the genes for a complex disease, such as Diabetes or Rheumatoid Arthritis, involves finding multiple genetic loci
that may contribute to the onset of the disease. Pairwisetesting of theloci leadsto the problem of multipletesting. To avoid
multiple tests, we can look at haplotypes, or linear sets of loci; but this results in a contingency table with sparse counts,
especialy when using marker loci with multiple alleles. Using case-parent triad data, we construct a hierarchical Bayesian
model using a conditional logistic regression likelihood to model the probability of transmission to a diseased child. We
extend the Bayesian model developed by Thomas, et al. [(1995) Genetic Epidemiology 12:455-466] by defining prior
distributions on the allele main effects that model the genetic dependencies present in the HLA region of Chromosome 6.
We also added a hierarchical level for model selection that accounts for both locus and allele selection. Thus we cast the
problem of identifying genetic loci relevant to the disease into a problem of Bayesian model selection. We evaluate the
performance of the procedure with some simulated examples and then apply our procedure to identifying genetic effects
influencing risk for Rheumatoid Arthritis.

e-mail: mswartz@stat.rice.edu
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9. Clinical Trials and Epidemiologic Methods

RECURRENT EPISODESANALY SIS

JunYan’, University of lowa
Jason P. Fine, University of Wisconsin-Madison

Inaclinical trial to assess the efficacy of atreatment in treating cystic fibrosis patients, many of the patients experienced
multiple episodes of pulmonary exacerbations. When a patient has an exacerbation, the exacerbation lasts arandom length
of time, with longer episodes being more severe. A naive recurrent event analysis ignores the length of the episode which
may be an important measure of the severity of the disease, and may be reflected in the quality of life of the patient and their
associated medical cost. This paper constructs new temporal processes to reflect both the number and the length of the
recurrences. Time-varying coefficient modelsfor these new quantitieswill be devel oped using thetemporal processregression.
The time-varying coefficients are estimated nonparametrically from functional estimating equations, and their properties
are developed using empirical process techniques. The practical utility of the model will be illustrated by simulations and
areal data analysis.

e-mail: jyan@stat.uiowa.edu

A PHASE Il TRIAL DESIGN BASED ON MEDIAN TIMETO EVENT

Theodore G. Karrison*, University of Chicago
Dezheng Huo, University of Chicago

In phase Il cancer trials the primary outcome variable is usually the proportion of patients who achieve a 50% or greater
reduction in the size of their tumor(s). However some have argued that the endpoint of aphase |l trial should be comparable
to that for phase |11 trials, i.e., survival-based. We therefore propose a two-stage design in which time to progression (or
death) isthe primary outcome variable. The investigator chooses an “uninteresting” value, m0, equal to the median timeto
progression achievable with standard therapy. The objective is then to determine whether the lower limit of the, say, 90%
one- sided confidence interval for the median exceeds m0. A two- stage procedure can be implemented by analyzing the
data after a specified fraction of patients, f, have had an event and terminating the trial if the observed median is no greater
than mO. Simulations were carried out to evaluate type | and type Il error rates, expected sample size and study duration.
For f=1/2, the power lossisminimal (< 2%). Under the null hypothesis, the savingsin terms of study duration can be up to
25%, whereas the savingsin terms of the number of patients entered depends upon the rate of accrual relative to the survival
duration. Results for other choices of f are presented and discussed.

e-mail: tkarrison@health.bsd.uchicago.edu
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PIECEWISE CONSTANT CROSS-RATIO ESTIMATES FOR BIVARIATE SURVIVAL DATA

Bin Nan’, University of Michigan
Xihong Lin, University of Michigan
LyndaD. Lisabeth, University of Michigan
Sioban D. Harlow, University of Michigan

We propose a sequential two-stage method of cross-ratio estimation for bivariate survival data assuming cross-ratio is a
piecewise constant function of one of the two failure times. The estimation procedure estimates the marginal survival
functions sequentially for the estimation of each constant cross-ratio using a selective data set with left truncation and right
censoring, which handles covariateseasily. The method isthen applied to the analysisof Tremin Trust datafor the association
of women’s age at a marker event and age at menopause.

e-mail: bnan@umich.edu

FIRST-YEAR SURVIVAL OF INFANTS BORN WITH CONGENITAL HEART DEFECTSIN ARKANSAS (1993-
1998): A SURVIVAL ANALY SISUSING REGISTRY DATA

Mario A. Cleves, University of Arkansas for Medical Sciences
Sadia Ghaffar, University of Arkansas for Medical Sciences
Weizhi Zhao", University of Arkansas for Medical Sciences

Bridget S. Mosley, University of Arkansas for Medical Sciences
Charlotte A. Hoobs, University of Arkansas for Medical Sciences

Background: Inthe United States and other devel oped nations, congenital heart defects (CHDs) are among the most prevalent
and fatal of al birth defects. Here we report the survival probability of infants born with CHDsin Arkansas and examinethe
impact of multiple malformations on survival. Methods: Birth and death certificate records were linked to birth defects
registry datafor infants born with CHDs (1993-1998) in Arkansas. Both neonatal and first-year survival probabilities were
estimated non-parametrically using Kaplan-Meier’s product limit method. A Cox model was used to evaluate the relative
importance of additional malformations on survival. Results: A total of 1,983 infants with CHDs were included. The
neonatal survival probability for this cohort was 94.0% (95% Cl: 93.0%, 95.1%), and thefirst- year survival probability was
88.2% (95% CI: 86.8%, 89.6%). The presence of hypoplastic left heart syndrome conferred the greatest reduction in
survival. Infants with multiple CHDs had decreased survival compared to those with isolated heart defects. Surviva was
also adversely affected by the presence of congenital abnormalitiesin other body systems. Conclusions: Neonatal and first-
year survival of infants with CHDs varies by both type of cardiac malformation and the presence of additional cardiac and
non-cardiac malformations.

e-mail: zhaoweizhi @uams.edu
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SAMPLE SIZE AND POWER OF RANDOMIZED DESIGNS

Feifang Hu', University of Virginia

In the literature of randomized designs, the power and sample size are usually obtained by ignoring the randomness of the
alocation. But the power isarandom variable for afixed sample size n, when arandomized designisused. Inthistalk, we
focus on the power function (random variable) and the sample of two-arm (drug versus control) randomized clinical trials.
We first derive an approximated distribution of the power function for a fixed sample size. Then aformula of sample size
is derived for randomized designs. Applications and simulations are also reported.

e-mail: fhée@virginia.edu

A GENERAL IMPUTATION METHOD FOR CAUSAL INFERENCE AND G-COMPUTATION FORMULA

Zhuo Yu', Bristol-Myers Squibb
Mark van der Laan, University of California at Berkeley

Robins' causal inference theory assumes existence of treatment specific counterfactual variables so that the observed data
structure augmented with these counterfactual variables satisfies a consistency and a randomization assumption. In this
paper we provide a function which maps the observed data structure into such treatment specific counterfactual variables
which satisfie the consistency and randomization assumption. This providesagenera imputation method and | eads thereby
to anew statistical method for estimating causal parameters such as treatment specific counterfactual distributions. Robins
[1987] shows that the counterfactual distribution can be identified from the observed data distribution by a G-computation
formulafor the discrete case. Gill & Robins [2001] prove the G-computation formulafor continuous variables under some
continuity assumptions and reformulation of the consistency and the randomization assumptions. We provethat if treatment
is discrete, but the covariates and outcome are possibly continuous, then Robins' G-computation formula holds under the
original consistency, randomization, and a generalized version of the identifiability assumption.

e-mail: zhuo.yu@bms.com
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COMPARISON OF ESTIMATION TECHNIQUES FOR MEDICAL COSTSWITH CENSORED DATA

Corina M. Sirbu’, Michigan State University
Joseph C. Gardiner, Michigan State University

In medical follow up studies incomplete observation due to censoring would preclude ascertainment of outcomes in some
subjects. Standard assumptions used in survival analysis do not apply to medical costs because the cumulative cost at the
endpoint of interest will generally be correlated with the cumulative cost at the time of censoring. Severa methods have
been proposed for analysis of medical costs from censored data where selected sub-samples are used in estimation. We
describe a general method based on a multi- state non-homogeneous Markov model that describes the probabilistic
mechanisms that govern transition between states with costs incurred at transitions between states and during sojourn in
states. Selection probahilities are estimated from the censored sample of event times using parametric, semi-parametric
and nonparametric (Kaplan- Meier) estimators of the censoring distribution. We estimate net present valuefor costsincurred
over afinite time horizon. When specialized to the two-state case, our model gives estimates similar to those previously
described in the literature. Properties of these estimators are described and compared.

e-mail: sirbucor@msu.edu

10. Bayesian Clinical Trial Design and Analysis

BAYESIAN OPTIMAL DESIGN FOR PHASE || SCREENING TRIALS

Meichun Ding’, Rice University
Gary L. Rosner, M.D. Anderson Cancer Center
Peter Mueller, M.D. Anderson Cancer Center

Rapid progress in biomedical research necessitates clinical evaluation that identifies promising innovations quickly and
efficiently. Rapid evaluation isespecially important if the number of innovationsislarge compared to the supply of suitable
study patients. Most phase Il screening designs available in the literature consider one treatment at atime. Each study is
considered in isolation. We propose a more systematic decision- making approach to the phase Il screening process. The
sequential study design allows for more efficiency and greater learning about treatments. Randomly many treatments are
considered concurrently, allowing researchers to screen and find active treatments in less time than they would with serial
evaluation. The approach incorporates a Bayesian hierarchical model that allows combining information across several
related studiesin aformal way and improves estimation in small data sets by borrowing strength from other treatments. The
underlying probability model is a hierarchical probit regression model that also allowsfor covariates. The design criterion
is to maximize the utility for the new treatment, which incorporates the total number of treatment successes over the
standard treatment, a sampling cost per patient, and the possible demonstration of a significant treatment benefit in afuture
randomized clinical trial.

e-mail: glr@odin.mdacc.tmc.edu
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ADJUSTABLE BAYESIAN TWO-STAGE DESIGN

Ming Li", Vanderbilt University Medical Center
Yu Shyr, Vanderbilt University Medical Center

The nature of the research goal on phase |1 clinical trial makes Bayesian methodology appealing since it seems to fit the
setting of decision theory naturally. However, the requirement for the utility functions and relatively complicate computation
procedure may discourage many from adopting this approach. Most recently, an user friendly Bayesian two-stage design
has been proposed by Tan and Machin (2002). Given all the strength of their methods, we argue that appropriate modification
on the sampl e size reassessment could still be done. To keep the basic framework of their approach yet allow more flexibility
on further sample size reconsideration at stage ||, we update by adding more sample size choicesfor stagell. We show that
the way of calculating new sample size for stage Il is consistent with the original design and such reassessment can il
guarantee to meet the constraintsfor overall responserate required by the original design. Thedecision criteriafor comparisons
of the results from stage | with pre-calculated critical values are provided. To keep it as user friendly as possible, our

method emphasizes the practical aspect. Especialy, for those trials showing promising at stage |, the overall samplesizeis
reduced.

e-mail: ming.li@vanderbilt.edu

A BAYESIAN APPROACH FOR DESIGNING FUTILITY RULESIN LARGE CLINICAL TRIALS

Ben L. Trzaskoma, Eli Lilly & Company
Andreas Sashegyi, Eli Lilly & Company

We consider aclass of futility rules based on a Bayesian approach for computing the predictive probability of success (PPS)
for large clinical trials, given a certain amount of observed data. This paper focuses on binary outcomes in particular, but
with the choice of a suitable prior distribution the ideas extend to other types of response variables. We contrast the PPS
under various assumptions about the prior distribution of future event rates, using the beta distribution as a natural and
mathematically convenient choice. Even small absolute changes in the standard deviation of the beta can produce vast
differencesin the PPS, suggesting that the prior variance should not be arbitrarily assigned. The proposed method updates
the prior distribution based on the observed data, assigning its mean and variance to afunction of the data. This resultsin
reasonable estimates of the PPS under a broad range of scenarios. Interpretation of the PPS and the impact of the prior
distribution will be discussed in some detail. Guidancefor the practical use of the suggested method will be given, based on
the results of a simulation study.

e-mail: trzaskomabl @lilly.com
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SAMPLE SIZE RE-ESTIMATION USING POSTERIOR PREDICTIVE POWER IN RANDOMIZED CLINICAL
TRIALSWITH BINARY OUTCOMES

Hyung Woo Kim", M.D. Anderson Cancer Center
Donald Berry, M.D. Anderson Cancer Cancer

It isimportant for clinical trials to be adequately powered. Sample size determination largely depends on initial estimates
of the treatment effect. However, these estimates are usually uncertain. Sample size re-estimation using interim data can
ensure that a study’s objectives are achieved with adequate power. We explore adesign in which sample sizeisre-estimated
using posterior predictive power. Outcomes are binary. Using computer simulations we explore various design setups and
present their operating characteristics, including type | error rate, power, and average sample size.

e-mail: hyungwooda@hotmail.com

PREDICTIVE PROBABILITY IN PHASE || CANCER CLINICAL TRIALS

Diane D. Liu", M.D. Anderson Cancer Center
J. Jack Lee, M.D. Anderson Cancer Center

As an alternative to the commonly used two- or three-stage designsin phase Il cancer clinical trials, amore flexible design
is proposed based on computing the predictive probability in a Bayesian setting. The new design allows more frequent
monitoring of the trial outcomes such that early termination of the trial can be reached when the interim data indicate that
the experimental regimen is not promising. In the mean time, the predictive probability approach still possesses good
frequentist’s properties by controlling type | and type Il errors. A bi-dimensional search algorithm is implemented to
determine the design parameters. Exact computation and simulation studies demonstrate that the predictive probability
approach is more efficient than the traditional multi-stage designs. The predictive probability design not only is more
flexible in evaluating the study outcome but also remains robust even when deviations occur in monitoring cohorts of
patients as specified in the trial design. Examples will be given to illustrate the statistical properties of various designs.

e-mail: jjlee@mdanderson.org
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BAYESIAN APPROACH TO INDIVIDUAL BIOEQUIVALENCE

Pulak Ghosh®, Georgia State University
Ravindra Khattree, Oakland University

The concept of drug ‘interchangeability’ has been studied extensively in theliterature since the seminal article by Andrerson
and Hauck (1990). Drug interchangeability can be classified as drug precribability and drug switchability. While drug
prescribability refers to Population bioequivalence (PBE), drug switchability refers to Individual bioequivalence (IBE).
Based on these concepts, the FDA (1999) has recently recommended the adoption of IBE and PBE procedure for declaring
two drugs to be bioequivalent. Inthistalk | will develop a new testing procedure for IBE and PBE based on a Bayesian
Approach. It is applicable to both balanced and unbalanced data in a broad class of crossover design. | will also discuss
several advantages of using Bayesian approach. | will compare our method with the existing FDA test procedure using real
data from FDA.

e-mail: pghosh@mathstat.gsu.edu

TWO-SAMPLE CONFIDENCE INTERVALS FOR THRESHOLD VIOLATION PROBABILITIES: APPLICATION
TO NONINFERIORITY TESTING

Alan H. Feiveson’, Johnson Space Center
Linda C. Shackelford, Johnson Space Center

The standard noninferiority test is predicated on a definition of “noninferiority” in terms of means only; i.e. that the mean
of an experimental treatment response is no “worse” than that of the control. More generally, we define the experimental
treatment to be noninferior if the probability of violating an industrial or clinical acceptability threshold is no higher with
the experimental treatment than with the control. In this setting, we define the threshold as an extreme percentage point of
the distribution of the response variable under the control regimen. For the case of asingle sample from anormal distribution,
confidence limits for PV , the probability of violating a known threshold, can be obtained by an inverse application of
tolerance limits (confidence intervals for percentage points); however in the two-sample scenario, the threshold is not
known and must be estimated from the control sample. A method of obtaining confidence limitsfor PV in thistwo-sample
case applicable to al control and experimental sample sizesis presented. If desired, these confidence limits can then be
used to define a critical region for a threshold-based noninferiority test.

e-mail: alan.h.feiveson@nasa.gov
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11. Spatial Modeling |

GENERALIZED MULTIPLE SPATIAL FACTOR MODEL

Xuan Liu*, University of Minnesota
Melanie M. Wall, University of Minnesota

Multivariate spatial data are very common in public health and environmental research. In this type of data, outcome
variablesare commonly correlated with each other within the samelocation and al so correlated acrosslocations. A generalized
common spatial model proposed by Wang and Wall (2003) is very useful to model this type of data. This current paper
extends the generalized common spatial factor model to allow for multiple underlying factors. We applied this model to
two simulated data. Model identifiability and rotations issues for the multiple factor model are discussed.

e-mail: xuanliu@biostat.umn.edu

CONFIDENCE INTERVALS FOR THE RATIO OF INTENSITIES

Traci L. Leong’, Emory University
Andrew N. Hill, Emory University
LanceA. Waller, Emory University

Intensity estimation iswidely used in spatial data analysis. Intensity refers to the average number of events expected per
unit area and therefore, computing the ratio of intensitiesis useful for relative risk analyses. The existing methodology
for confidence intervals for the ratio of intensitiesis pointwise. Unfortunately, we have spatially correlated data and the
current methodology does not preserve the overall type | error. We explore different methods of confidence intervals for
theratio of intensities. What is presented in thiswork are different confidence interval methods of the ratio of intensities
(both pointwise and simultaneous) and their coverage probabilities.

e-mail: tleong@sph.emory.edu
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WEIGHTED U-STATISTICS FROM NON-IDENTICALLY DISTRIBUTED DATA WITH APPLICATION TO THE
REGRESSION OF INTERPOINT DISTANCES

Dionne A. Graham”, Harvard School of Public Health
Marcello Pagano, Harvard School of Public Health

The modeling of distance matrices has applications in many fields. Linear regression can play an important role in the
modeling; but its use, when applied to interpoint distances, is hampered by the highly correlated and heteroscedastic nature
of these distances. Here we show that the estimated parameters from linear models can be written in the form of weighted
U-statisticsdrawn from non-identically distributed data. Assuch, they are consistent and asymptotically normal under mild
assumptions. The results are demonstrated through simulation and then used to model the relationship between human
immunodeficiency virus genotypic- and phenotypic distances.

e-mail: dgraham@hsph.harvard.edu

EXPLORING GOODNESS-OF-FIT AND SPATIAL CORRELATION USING COMPONENTS OF TANGO' SINDEX
OF SPATIAL CLUSTERING

Monica C. Jackson™, Emory University
LanceA. Waller, Emory University

One purpose of spatial analysisin public health isto detect local clusters or anomaliesin patterns of disease. Historically,
the spatial analysis literature tendsto fall into one of two groups regarding spatial clustering. The statistical literature often
assumes independent regional counts and seeks to identify local areas inconsistent with global patterns of diseaserisk. In
contrast, the geography and spatial econometric literature often builds inference based on global and local indices of spatial
autocorrelation. Tango (1995) developed a statistic to detect spatial clustering. Rogerson (1999) noticed that Tango's
statistic could be broken into two components, the first measuring goodness-of-fit and the second measuring spatial
autocorrelation. We explore the use of Rogerson’s (1999) expression of Tango's (1995) index of spatial clustering as a
hybrid between these two types of approaches, and provide examples of patterns driving the goodness-of-fit and spatial
autocorrelation components of the statistic.

e-mail: monica@drlady.com
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DECOUPLING LOCAL AND GLOBAL BEHAVIOR IN SPATIAL MODELS

Tilmann J. Gneiting®, University of Washington
Martin Schlather, Universite du Luxembourg

Fractal behavior and long-range dependence have been described in an astoni shing number of physical, biological, geological,
and socio-economic systems. Time series and spatial data have been characterized by their fractal dimension, a local
measure of roughness, and by the Hurst coefficient, aglobal measure of long-memory dependence. Either phenomenon has
been modeled and explained by self-similar random functions, such as fractional Gaussian noise and fractional Brownian
motion. The assumption of statistical self-similarity implies a linear relationship between fractal dimension and Hurst
coefficient and thereby linksthetwo phenomena. Inthistalk, | will introduce stochastic model sthat allow for any combination
of fractal dimension and Hurst coefficient, thereby demonstrating that the two phenomena are independent of each other. In
particular, local and global behavior are decoupled. | will review the historical devel opment of the aforementioned notions,
and | will point to research opportunities for statisticians.

e-mail: tilmann@stat.washington.edu

MAXIMUM EFFICIENCY ROBUST TESTS FOR FOCUSED CLUSTERING

Pablo E. Bonangelino®, The George Washington University
ThomasA. Louis, Johns Hopkins University

Score tests have been demonstrated to be among the most powerful of tests for whether disease events cluster near possible
sources of aharmful exposure, called focused clustering. However, score tests are dependent on a specific parameterization
of the exposure, and will lose power if the assumed exposure is far from the truth. In this paper, we examine how to
optimally specify the exposure when it is unknown. Thisis done by developing maximin efficiency robust tests (MERTS)
for candidate sets of possible exposures aswell as by examining individual scoretests. The possible tests are compared by
simulation and by application to leukemia incidence data from upstate New York. It is found that the exponential
parameterization is preferred with respect to the shape of exposure, and that the MERT may be useful over arange of scale.

e-mail: pablob@gwu.edu
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TEST FOR ISOTROPY FOR SPATIAL POINT PROCESSES

Yongtao Guan’, University of Miami
Michael Sherman, TexasA&M University
James A. Calvin, TexasA&M University

The devel opment of second-order propertiesisessential for understanding and modeling spatial point processes. A common
practice isto assume isotropy. While a convenient assumption, thisis not always appropriate. A conventional approach to
check for isotropy isto informally assess plots of either the direction-specific sample second-order intensity functions or K-
functions. These graphical techniques, however, are often difficult to assess and open to interpretation. Inthis article, we
propose aformal nonparametric approach to test for isotropy based on the asymptotic joint normality of the sample second-
order intensity function. We derive an $L_2$ consistent subsampling estimator for the asymptotic covariance matrix of the
sample second-order intensity functions and use this to construct a test statistic with a $\chi”2$ limiting distribution.
Applicationsto two real data sets, on crime occurrences and on locations of leukemia patients both in the Houston area, and
simulations demonstrate the efficacy of the approach.

e-mail: yguan@miami.edu

12. Estimation and Inference in Mixed-Effects Models

LAPLACE APPROXIMATION BASED METHODS IN NONLINEAR MIXED EFFECTSMODELS

Lei Ni€', University of Maryland at Baltimore County
Edward F. Vonesh, Baxter Healthcare Corporation
Jinglin Zhong, Merck & Co.

Dibyen Majumdar, University of Illinois at Chicago

For nonlinear mixed effects models for clustered data, with fixed or flexible random effects distribution, the Maximum
likelihood estimation in the general setup isdifficult dueto the fact that the marginal likelihood can be expressed only as an
integral over the random effects. By applying the Laplace approximation to the marginal likelihood, we obtain an
approximated likelihood. The estimator that maximizes the approximated likelihood may be viewed as ‘ approximate’
maximum likelihood estimators. Consistency of these estimators is established and their performances are compared
through a simulation study.

e-mail: nie@math.umbc.edu
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HYPOTHESIS TESTING IN MIXED-EFFECTS MODELS
Edward F. Vonesh”, Applied Statistics Center, Baxter Healthcare Corporation

Except for very some limited applications (e.g., balanced random-coefficient growth curve models, split-plot designs, etc.),
valid inference under the mixed-effects setting is based chiefly on asymptotic theory and large-sample tests rather than
exact testsvalid for large or small samples(e.g., F-tests, t-tests). Inthistalk, we examine various small-sampl e approximations
used to test hypotheses in the presence of sparse data. Based on some limited simulations and an appeal to methods based
on balanced random-coefficient growth curve models (linear or nonlinear), we propose the use of several small-sampletests
appropriate for the analysis of a two-stage random-effects model. Extensions to two-stage mixed-effects models with both
random and fixed effects are discussed and illustrated using simulations.

e-mail: voneshe@baxter.com

INFLUENCE AND RESIDUAL DIAGNOSTICSIN MIXED MODELS
Oliver Schabenberger®, SAS Institute Inc.

M easuresto gauge the influence of one or more observations on the analysis are well established in the general linear model
for uncorrelated data. Computationally, these measures present no difficulty because closed-form update expressions allow
their evaluation without refitting the model. When applying notions of statistical influence to mixed models, certain
complications arise. For example, data points that exhibit influence are likely to impact fixed effects and covariance
parameter estimates. Closed-form update formulas are hard to find or require untenable assumptions. In repeated measures
or longitudinal studies one is often interested in multivariate influence, rather than the impact of isolated points. The

presentation examines influence and residual measuresin mixed models and their utility in discerning influential casesand
sets of observations.

e-mail: oliver.schabenberger @sas.com
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SCORE TESTS FOR VARIANCE COMPONENTS

Geert Molenberghs’, Limburgs Universitair Centrum, Diepenbeek, Belgium
Geert Verbeke, Katholieke Universiteit Leuven, Leuven, Belgium

Whenever inferences for variance components are required, the choice between one-sided and two-sided tests is crucial.
This choiceis usually driven by whether or not negative variance components are permitted. For two-sided tests, classical
inferential procedures can be followed, based on likelihood ratios, score statistics, or Wald statistics. For one-sided tests,
however, one-sided test statistics need to be devel oped, and their null distribution derived. Whilethishasreceived considerable
attention in the context of the likelihood ratio test, there appears to be much confusion about the related problem for the
score test. The aim of this paper is to illustrate that classical (two-sided) score test statistics, frequently advocated in
practice, cannot be used in this context, but that well-chosen one-sided counterparts could be used instead. A tight relationship
with likelihood ratio tests will be established, and all results are illustrated in an analysis of continuous longitudinal data
using linear mixed models.

e-mail: geert.molenberghs@luc.ac.be

13. Methodological Issues in Preserving Confidentiality in Public Use Datasets

INFERENTIALLY VALID SYNTHETIC DATA SETS FOR DISCLOSURE LIMITATION
Trivellore E. Raghunathan®, University of Michigan

Demands for microdata from surveys, the availability of commercia databases with identifying information and advances
in computer technology has increased concerns about protecting the confidentiality of respondents. Thus, the fundamental
tension faced by the data collection and disseminating agenciesisthe trade-off between meeting the demands for microdata
and the protection of identity of respondents, a serious pledge made by the data collector to every respondent. Several
approaches have been devel oped that alter the data before releasing it to the public that can make it difficult for an intruder
to identify the respondent. Such techniques include data swapping, post-randomization, transformation to mention only a
few. The aterations may succeed in limiting disclosure, but may also introduce bias in statistical inferences. Multiple
imputation approach can be used to create synthetic data setsfor public release, with adual goal of protecting confidentiality
and providing valid statistical inferences. This article reviews this methodol ogy, presents extensions and evaluates it using
simulated data sets. A general purpose semi-parametric approach for creating multiple synthetic data sets is described and
evaluated.

e-mail: teraghu@umich.edu
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DISCLOSURE LIMITATION VIA PARTIALLY SYNTHETIC MULTIPLY IMPUTED DATASETS
Jerome P. Reiter”, ISDS, Duke University

To limit disclosurerisks, one approach isto release partially synthetic, multiply-imputed datasets. These comprise the units
originally surveyed, but some collected values, for example sensitive values at high risk of disclosure or values of key
identifiers, are replaced with multiple imputations. This differs from the fully synthetic approach of Rubin (1993) and
Raghunathan, Reiter, and Rubin (2003), as not all released values are synthetic. Inthistalk, | discuss methods of generating
partially synthetic data. | also discuss how users can obtain valid inferences using the concepts of multiple imputation for
missing data (Rubin, 1987). The rules for combining point and variance estimates differ from those of Rubin (1987) and
from those of Raghunathan et al. (2003). The approach isillustrated in simulation studies.

e-mail: jerry@stat.duke.edu

14. Modeling Treatment Use & Effectiveness in Mental lliness

A NATURALISTIC STUDY OF SERIOUSADVERSE EFFECTS OF ATYPICAL ANTIPSYCHOTICSIN A LARGE
MULTI-ETHNIC PUBLICLY INSURED US POPULATION

Marcela Horvitz-Lennon®, Harvard Medical School
Rusty Tchernis, Harvard Medical School
Larry Zaborsky, Harvard Medical School
Sharon-Lise Normand, Harvard Medical School and Harvard School of Public Health

Evidence ontherelativerisk of metabolic and nutritional adverse effectsfor atypical (AAS) versus conventional antipsychotics
(CAs) remain conflicting. We undertook a naturalistic study of schizophrenia treatment episodes built with 1994-2001
FloridaMedicaid claimsdata. Each episode had ajY 6-month pre-treatment, minimal exposure to antipsychotics, and a12-
month follow-up. A new diagnosis of diabetes, hyperlipidemia, or obesity, or initiation of treatment defined incidence. We
assumed ignorability of treatment assignment based on observed covariates, used a matching estimator based on propensity
scores, and evaluated significance with a Cochrane Mantel-Haenszel statistic. Eighty-eight percent of patients contributed
1 episode, and 41% of the 10,392 episodes involved AAs. Demographic and clinical characteristics predicted agent used.
Unadjusted incidences (%), AAsvs. CAs, were: 4.6 vs. 4.7 (diabetes); 11.7 vs. 9.6 (hyperlipidemia); and 3.8 vs. 2.5 (obesity).
Relative Risks were significant for hyperlipidemia (1.22, 95% CI: 1.06-1.41) and obesity (1.66, 95% CI: 1.27 - 2.16). We
present evidence of higher hyperlipidemia and obesity risk for AAs vs. CAs based on principled analyses of alarge and
diversesample. Lack of randomizationisalimitation. Drug analysesand comparison with non-schizophrenic controlsare
forthcoming.

e-mail: horvitz@hcp.med.harvard.edu
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EVALUATING THE USE OF REFRESHMENT SAMPLES FOR MAKING INFERENCES IN THE PRESENCE OF
NON-IGNORABLE MISSING DATA

DouglasE. Levy", Harvard Medical School
Sharon-Lise Normand, Harvard Medical School; and Harvard School of Public Health

Missing data are always a concern in longitudinal studies, potentially biasing estimation if data are not missing at random.
However, knowledge of the missingness mechanism may allow unbiased estimation. Unfortunately, specifying the
missingness mechanism often relies on assumptionsthat are unverifiable. Hirano et a. recently proposed using a‘ refreshment
sample’ to test the assumptions of several common missingness models. Furthermore, Hirano et al.'s method alows for
estimating more flexible, intermediate models for missing data called ‘ additive non-ignorable’ models. While establishing
the theory behind such models, Hirano et al. do not formally evaluate the robustness of their procedure. We evaluate the
circumstances under which refreshment samples determine the correct missingness mechanism and assess the nominal
coverage of 95% confidence intervals and the bias of estimates for a simple two period difference analyses using the
proposed additive non-ignorable missingness model as well as established missinghess models.

e-mail: delevy@fas.harvard.edu

ACCOUNTING FOR TREATMENT-NONCOMPLIANCE AND MISSING OUTCOMES IN RANDOMIZED TRIALS

A. James O’ Malley", Harvard Medical School
Sharon-Lise Normand, Harvard Medical School

Randomization is the medium through which causal inferences are drawn about the effect of treatment. When randomized
trials are broken via noncompliance and non-response, analyses must account for these mechanisms to ensure that reliable
results are obtained. Frangakis and Rubin (1999) recently developed a methods-of-moments (MOM) estimator to account
for non-compliance and non-response in trialsinvolving cross-sectional outcomes. The Frangakis and Rubin methodol ogy
assumes that a patient has an underlying latent trait that defines their compliance to the treatment regime under each
possible treatment assignment. |If outcomes are missing-at-random within compliance groups, the MOM estimator yields
consistent estimates of the causal effect of treatment assignment. In thistalk, we develop a parametric counterpart based on
the EM-algorithm to the MOM estimator. We demonstrate that the EM estimator yields more efficient estimates on both
normal and non-normal data, but is slightly more biased in the latter case. If time permits, the EM estimator will be
extended to trialswith longitudinal outcomes. The methodswill be applied to clinical trial datain Psychiatry, afield where
non- compliance with treatment protocol is the nhorm rather than the exception.

e-mail: omalley@hcp.med.harvard.edu
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15. Environmental Statistics

SPATIAL ASSOCIATION BETWEEN SPECIATED FINE PARTICLESAND HUMAN HEALTH EFFECTS
SPECIATED FINE PARTICLESAND HUMAN HEALTH EFFECTS

Montserrat Fuentes’, North Carolina State University
Hae-Ryoung Song, North Carolina State University
Sujit Ghosh, North Carolina State University
David Holland, U.S. EPA

Particulate matter (PM) has been linked to arange of serious cardiovascular and respiratory health problems. Some of the recent
epidemiologic studies suggest that exposures to PM may result in tens of thousands of excess deaths per year, and many more
cases of illnessamong the US population. The main objective of our research isto quantify uncertainties about the impacts of fine
PM exposure on mortality. We develop amultivariate spatial regression model for better estimation of the mortality effectsfrom
fine PM and its components acrossthe coterminous US. Our approach adjustsfor meteorology and other confounding influences,
such as socioeconomic factors, age, gender and ethnicity, characterizes different sources of uncertainty of the data, and modelsthe
gpatia structure of several components of fine PM. We consider aflexible Bayesian hierarchical model for a space-time series of
(mortality) counts by constructing a likelihood based version of a generalized Poisson regresson model. The model has the
advantage of incorporating both over and under dispersion in addition to correlationsthat occur in space and time. We apply these
methods to daily mortality county counts, measurements of total and several components of fine PM from national monitoring
networksin the US, and the output of deterministic air quality models.

e-mail: fuentes@stat.ncsu.edu

LONGITUDINAL AND SPATIAL ANALY SIS OF SHORT-TERM RESPIRATORY HEALTH EFFECTS OF AIR
POLLUTION

Paul Rathouz', University of Chicago
Vanja Dukic, Dept. of Health Studies and CISES
Dana Draghicescu, CISES
Edward Naureckas, Dept. of Medicine and CISES
Xiaoming Bao, CISES
John Frederick, Dept. of Geophysical Sciences and CISES
Alexis Zubrow, CISES

Most recent studies of environmental effects on respiratory diseases have focused on aggregate-data time series analyses,
with outcomes and exposure variables summarized by daily averages over an entire region of interest. Thework we present
here useslongitudinal person-level asthma-related health outcomes, and air quality and other exposure measures aggregated
at the ZIP code level (or other fixed areal unit). The goal isto identify linkages between acute respiratory disease outcomes,
such as asthma-prescription refills or ED visits, and measures of air quality at the ZIP code level, while exploiting the
longitudinal datastructureto increase statistical efficiency and to control for person-level confounding factors. We approach
this problem via a case-crossover analysis for the person-level data, coupled with amodel for underlying spatial variability
in disease severity and disease sensitivity to fluctuationsin air pollution. The methods are applied to adata set of Chicago
Medicaid asthma sufferers over athree-year period from 1995—98. Thisresearchis supported by EPA grant R-82940201-
0. The abstract does not necessarily reflect EPA views.

e-mail: prathouz@health.bsd.uchicago.edu
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FUNCTIONAL DATA ANALYSISMETHODS IN THE ENVIRONMENTAL SCIENCES
Wendy Meiring’, University of California, Santa Barbara

Functional data are observations from curves or surfaces. For example a balloon-based ozonesonde measures the ozone
partial pressure profile as the sonde ascends through the atmosphere. Each ozonesonde flight provides observations from
one ozone partial pressure profile asafunction of altitude. A sequence of sonde launches provides observationsfrom atime
series of ozone profile ‘curves’, with each curve a function of altitude. The shape of these curves evolves over time in
response to complex dynamical and chemical processes. We present functional data analysis methodology to estimate
altitude-dependent non-linear time trends and other space-time modes of variability in observations from a time series of
ozonesonde flights. Due to the large number of observations, we combine dimension reducing functional basis
approximations, with flexible additive models on the low-dimensional basis function coefficient scale. We fit additive
coefficient models composed of cubic and periodic splines, as special cases of smoothing spline anovamodels (SSANOVA)
and discuss extensions. We provide preliminary estimates of uncertainty of altitude dependent non-linear time trends and
Quasi-Biennial Oscillation effects, building on SSANOVA Bayesian confidence intervals. We discuss continued
improvements in uncertainty measures.

e-mail: meiring@pstat.ucsh.edu

SEPARABLE APPROXIMATIONS OF SPACE-TIME COVARIANCES
Marc G. Genton’, North Carolina State University

Statistical modeling of space-time data has often been based on separable covariance functions, that is covariances that can
bewritten asaproduct of apurely spatial covariance and apurely temporal covariance. The main reason isthat the structure
of separable covariances dramatically reduces the number of parameters in the covariance matrix and thus facilitates
computational procedures for large space-time data sets. In this talk, we discuss separable approximations of space-time
covariances. In particular, we describe the nearest (in the Froebinius norm) Kronecker product approximation of a space-
time covariance matrix. The algorithm is simple to implement and preserves symmetry and positive definiteness of the
solution. The separable approximation allows for fast kriging of large space-time data sets. We present several illustrative
examples and an application to the Irish wind speed data.

e-mail: genton@stat.ncsu.edu
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16. Addressing the Looming Shortage of Statisticians

THE POTENTIAL FORAP STATISTICSTO LEAD TO MORE STATISTICIANS
Linda J. Young', University of Florida
Since the first AP Statistics Exam was offered to 7,500 students in 1997, the program has experienced rapid growth with
more than 60,000 students anticipated to take the exam in 2004. The statistical background of the student who does well

on the AP Statistics will be briefly reviewed. Opportunities to recruit these students to the profession will be discussed.
The impact thisinflux of students should have on undergraduate education will be addressed.

e-mail: LYoung@biostat.ufl.edu

TWO PROGRAMSTOATTRACT STUDENTSTO STATISTICS/BIOSTATISTICS
Dennis D. Boos', North Carolina State Univeristy

This talk will focus on two efforts for recruiting students to graduate study in statistics and biostatistics: 1. StatFest and 2.
The Summer Institute for Training in Biostatistics (SIBS). StatFest refersto a series of one-day conferences sponsored by
the ASA Committee on Minoritiesin Statistics (and others) to attract minority studentsto graduate school and ultimately to
careersin statistics. These conferences feature panels of statisticians from industry, government, and academia, and also
panels of current graduate students and directors of graduate programs. SIBSis a new program funded by the National
Heart, Lung and Blood Institute (NHLBI) to attract quantitatively-oriented undergraduatesto graduate study in biostatistics.
Basically, the demand for biostatisticians is growing, and this program seeks to remedy the supply side of the equation by
teaching highly qualified undergraduates some basics of biostatistics and the roleit playsin medical discoveries. Starting
in the summer of 2004, there will be 6 week training programs at Boston University, North Carolina State University
(jointly with the Duke Clinical Research Institute), and The University of Wisconsin. Thistalk will give an interim report
on the progress of these summer programs.

e-mail: boos@stat.ncsu.edu
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CREATING AND SUSTAINING A DYNAMIC UNDERGRADUATE STATISTICS PROGRAM

Bruce J. Callings’, Brigham Young University

The Department of Statistics at Brigham Young University was created in 1960 with no students and one faculty member.
The first student graduated with aBS in Statistics in 1962, at which time the department had three faculty members, plus
two part—time faculty from the College of Business. By the mid 1970s the department had about a dozen faculty and about
twenty each of graduate students (MS) and undergraduate students. By the mid 1980s there were about fifteen faculty,
twenty graduate students and fifty undergraduates. The number of undergraduates increased to about 100 by 1990 and to
about 180 at present. While some of this growth can be attributed to fortuitous circumstances, much of it can be attributed
to positive steps taken by the Department. This presentation will discuss some of these steps, including recruitment,
retention and program evolution.

e-mail: collings@byu.edu

WHERE ARE WE AND WHAT ISNIH DOING ABOUT IT?
Dennis O. Dixon’, NIH, NIAID

Many are convinced there is a serious shortage of well- trained biostatisticians, a conviction supported by amodest amount
of empirical evidence that will be summarized in the presentation. The National Institutes of Health and its component
institutes and centersrecognize how critically important it isto create alarger workforce with advanced training in biostatistics
and related fields. In fact, the recently announced NIH Roadmap for discovery and translation of new knowledge in the
prevention, detection, diagnosis and treatment of disease cannot succeed without sufficient participation by biostatisticians,
bioinformaticists, modelers, and others. This talk will highlight new and standing programs that aim to respond to these
needs. Among the new programs are summer institutes to encourage undergraduate mathematics studentsto consider careers
in biostatistics (created by the National Heart, Lung and Blood Institute) and multidisciplinary clinical research career
development programs aimed at those already holding doctoral degrees. Thereis plenty of room for other initiatives, even
those that do not need large amounts of funding.

e-mail: dd23a@nih.gov
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17. Survival Methods with Random Effects, Noncompliance, or Longitudinal Data

SEMIPARAMETRIC LINEAR TRANSFORMATION MODELSWITH RANDOM EFFECTS FOR CLUSTERED
FAILURE TIME DATA

Donglin Zeng', University of North Carolina
Danyu Lin, University of North Carolina
Xihong Lin, University of Michigan

We propose a class of semiparametric linear transformation models with random effects for the regression analysis of
clustered or correlated failuretime data. This class of modelsrelates an unknown transformation of the failure timelinearly
to the covariates and random effects, and includes semiparametric proportional hazards and proportional odds modelswith
random effects as special cases. We identify a set of sufficient conditions on the transformation and the distribution of the
random effects such that the nonparametric maximum likelihood estimation achieves the semiparametric efficiency bound.
We devel op the corresponding likelihood-based inference procedures. Simulation studies demonstrate that the proposed
methods perform well in practical situations. An illustration with a well-known diabetic retinopathy study is provided.

e-mail: dzeng@bios.unc.edu

A CORRECTED PSEUDO-SCORE APPROACH FORADDITIVE HAZARDS MODEL WITH LONGITUDINAL
COVARIATES MEASURED WITH ERROR

Xiao Song’, University of Washington
Yijian Huang, Fred Hutchinson Cancer Research Center

In medical studies, it is often of interest to characterize the relationship between a time-to-event and covariates, not only
time-independent but also time-dependent. Time- dependent covariates are generally measured intermittently and with
error. Recent interests focus on the proportional hazards framework, with longitudinal data jointly modeled through a
mixed effects model. However, approaches under this framework depend on the normality assumption of the error, and
might encounter intractable numerical difficultiesin practice. This motivates usto consider an alternative framework, that
is, the additive hazards model, under which little has been done when time-dependent covariates are measured with error.
We propose asimpl e corrected pseudo-score approach for the regression parameters with no assumptions on the distribution
of the random effects and the error beyond those for the variance structure of the latter. The estimator has an explicit form
and is shown to be consistent and asymptotically normal. We illustrate the method via simulations and by application to
data from an HIV clinical trial.

e-mail: songx@u.washington.edu
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BIVARIATE TRUNCATED FAILURE TIME DATA

Rinku Sutradhar®, University of Waterloo
Richard J. Cook, University of Waterloo

Incompletefailuretime data often arise when observations are only availableif they arein pre-specified truncation intervals.
Data of thisnature raise avariety of challenges. Turnbull (1976) devel oped a self-consistency algorithm for non-parametric
estimation of the failure time distribution for truncated data. Our focusis on problemsinvolving bivariate truncated failure
time datawhere interest lies in the degree of association between paired failure times. For this problem one can use either
the conditional (random effect) or marginal approaches for estimation and inference (Clayton, 1978). The former model
treats the association of the failure times as arising due to shared unknown factors, whereas the latter model considers the
joint distribution as a function of the marginal distributions and association parameters. We present a likelihood approach
for regression based on aconditional formulation using parametric and piecewise constant baseline hazard functions. Results
from simulation studies are reported. The proposed methods are illustrated using a motivating data set on age of first
hospitalization for mental illness for siblings where these hospitalizations were restricted to lie between 1926 and 1943.

e-mail: rsutradh@math.uwaterloo.ca

NONPARAMETRIC ESTIMATION OF THE BIVARIATE RECURRENCE TIME DISTRIBUTION

Chiung-Yu Huang’, University of Minnesota
Mei-Cheng Wang, Johns Hopkins University

This paper considers statistical models in which two different types of events, such as the diagnosis of a disease and the
remission of the disease, occur alternately over time and are observed subject to right censoring. We propose nonparametric
estimators for the joint distribution of bivariate recurrence times and the marginal distribution of the first recurrence time.
In general, the marginal distribution of the second recurrence time cannot be estimated due to an identifiability problem, but
a conditional distribution of the second recurrence time can be estimated nonparametrically. In the literature, statistical
methods have been devel oped to estimate the joint distribution of bivariate recurrence times based on data on the first pair
of censored bivariate recurrence times. These methods are inefficient in the model considered here because recurrence
times of higher ordersare not used. Asymptotic propertiesof the estimators are established. Numerical studies demonstrate
the estimator performs well with practical sample sizes. We apply the proposed method to a Denmark psychiatric case
register data set for illustration of the methods and theory.

e-mail: cyhuang@biostat.umn.edu
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A GENERALIZED RESIDUAL FOR MULTIVARIATE SURVIVAL AND FRAILTY MODELS
Kirby L. Jackson’, University of South Carolina

A generalized survival residual appropriate for frailty modelsis proposed. This residua generalizes the usual Cox-Snell
residualsto the case of correlated survival dataand can be used in the investigation of avariety of frailty models now in use.
This residual is shown to have a multivariate exponential distribution with marginal the unit exponential and association
parameters based upon the parameters of the original frailty model. The two most common frailty models, those based on
either the gamma distribution or the positive stable distribution are relatively easy to examine using these residuals. The
distribution of thisresidual isgiven in terms of Laplace transforms of functions of the observed survival times and possible
measures of association based on this model are discussed. The bivariate version of this distribution can also be generated
as an Archimedean copula. Smoothed goodness of fit tests based on this residual can are derived and investigation of the
appropriateness of the frailty models examined. This residual may have major implications for the analysis of frailty
assumptions and definition and estimation of dependence parameters in multivariate survival models.

kjackson@sc.edu

AN IMPROVED SMALL-SAMPLE VARIANCE ESTIMATOR FOR THE ANALY SIS OF CLUSTERED SURVIVAL
DATA

Rong Zhou', Medpace, Inc.
Jorge G. Morel, P& G Pharmaceuticals, Inc

When analyzing survival datawith correlated/clustered events per subject, the intra-subject correlation should be properly
taken into account in the analysis. Thejackknife method (Lin and Wei, 1989) provides arobust estimator of the variance for
correlated data when the assumption of independence for the ordinary Cox’smaodel (proportional hazard) isnot satisfied. In
small samples, however, the jackknife estimator of the variance leads to inflated Type | error rates. We propose an adjusted
robust method that reduces the small-sample bias in the Type | error rates. The adjustment is easy to implement while
preserving the asymptotic properties of the robust jackknife variance estimator. The effectiveness of this correction is
shown viasimulation using correlated survival data. Two exampleswith correlated survival dataare analyzed to demonstrate
how this adjustment is a useful addition to current methodology. One example is from a satiety study where “time to
hunger” isthe efficacy variable, and the other is from a skin safety study where “time to irritation” is the main endpoint.

e-mail: r.zhou@medpace.com
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STRUCTURAL PROPORTIONAL HAZARDS MODELS FOR CAUSAL INFERENCE IN CLINICAL TRIALS

Els JT Goetghebeur’, Ghent University
Tom Loeys, Harvard School of Public Health

Deviations from assigned treatment occur often in clinical trials. In such a setting, the traditional intent-to-treat analysis
does not measure biological efficacy but rather programmatic effectiveness. For the all-or-nothing compliance situation,
Loeys and Goetghebeur (2003) proposed a Structural Proportional Hazards method. It allows for causal estimation in the
complier subpopulation provided the exclusion restriction holds: randomization per se has no effect unless exposure has
changed. Thisassumption istypically made with structural models for noncompliance but questioned when the trial is not
blinded. In this paper we extend the structural PH model to alow for an effect of randomization per se. This enables
analyzing sensitivity of conclusions to deviations from the exclusion restriction. In a colo-rectal cancer trial we find the
causal estimator of the effect of an arterial device implantation to be remarkably insensitive to such deviations.

e-mail: els.goetghebeur@ugent.be

18. Epidemiologic Methods

MULTIPOINT LINKAGE DISEQUILIBRIUM MAPPING USING CASE-CONTROL DESIGNS

Kung-Yee Liang, National Health Research Institutes
Yen-Feng Chiu’, National Health Research Institutes

Case-control study has been and continues to be one of the most popular designs in epidemiology. More recently, this
design has been adopted to test for candidate genes when searching for disease genetic etiology. In this paper, we present
a multipoint linkage disequilibrium (LD) mapping approach with the focus on estimating the location of the target trait
locus. It builds upon a representation, which shows that the difference between a case and a control in probabilities of
carrying the target allele of a marker is proportional to that of the trait locus and that the proportionality factor is simply a
measure of LD between the trait locus and the marker. Our method has the desired properties that (i) it isrobust in that no
assumption on the underlying mechanism (e.g., single locus) is needed, (ii) it provides an estimate of the disease locus
along with sampling uncertainty to help investigators to narrow chromosomal regions and (iii) a single test statistic is
provided to test for LD in the framed region rather than testing the hypothesis one marker at atime. Our simulation work
suggests that the proposed method performs well in terms of bias and coverage probability. Extension of the proposed
method to account for confounding and genetic heterogeneity is discussed.

e-mail: yfchiu@nhri.org.tw
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CASE-CONTROL STUDIES OF GEN-ENVIRONMENT INTERACTIONSWITH MISSING DATA

Christine Spinka’, TexasA&M University
Nilanjan Chatterjee, National Cancer Institute
Raymond J. Carroll, TexasA&M University

The risks of developing many complex diseases are believed to be determined by the joint effects of genetic factors and
environmental exposures. We address the problem of maximum likelihood estimation of the gene-environment association
with disease in case-control studies. We assume that in the underlying population, the distributions of the genetic factors
and the environmental covariates areindependent. We devel op asemiparametric maximum likelihood estimation procedure
to estimate the logistic regression parameters that utilizes the gene- environment independence assumption, accounts for
the possibility of missing genetic data, and treats the distribution of the environmental covariates nonparametrically. A
simpl e estimation procedure and asymptotic theory are also studied using the profile likelihood. The method isillustrated
using simulations and is applied to areal data set exploring the interaction between diplotype and environment in disease
risk.

cspinka@stat.tamu.edu

CASE-COHORT DESIGNSAND ANALY SISFOR CLUSTERED FAILURE TIME DATA

Shou-En Lu’, University of Medicine and Dentistry of New Jersey
Joanna H. Shih, National Cancer Institute

Case-cohort design is an efficient and economical design to study risk factors for infrequent disease in a large cohort. It
involves the collection of covariate datafrom all failures ascertained throughout the entire cohort, and from the members of
arandom subcohort selected at the onset of follow-up. Intheliterature, the case-cohort design has been extensively studied,
but was exclusively considered for univariate failure time data. In this paper, we propose case-cohort designs adapted to
multivariate failure time data. An estimation procedure with the independence working model approach is used to estimate
the regression parameters in the marginal proportional hazards model, where the correlation structure between individuals
within acluster isleft unspecified. Statistical properties of the proposed estimators are developed. The performance of the
proposed estimators and comparisons of statistical efficiencies are investigated with simulation studies. A dataexampleis
used to illustrate the proposed methodol ogy.

e-mail: lus2@umdnj.edu
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SEMI-PARAMETRIC SURVIVAL ANALY SIS OF CASE-CONTROL FAMILY DATA

Lu Chen’, University of Washington
Li Hsu, Fred Hutchinson Cancer Research Center

Case-control family data consists of information on families sampled based on cases and controls. The retrospective
sampling of the families and the dependence among family members beyond measured covariates present unigque challenges
for analyzing such data. Moreover, some important covariates, such as genotype for known breast cancer susceptible genes
BRCA1/2, might only be collected for the cases and the controls but not for the relatives. We use age at breast cancer
diagnosis as the outcome variable and work within the framework of Cox model and frailty model. | will present semi-
parametric methods for the simultaneous estimation of regression parameters and any residual dependence beyond measured
covariates. | will also discuss approaches for extending these methods to situation with missing genotypein relatives. I'll
present results from a simulation study on the performance of these methods. Finally I'll illustrate the method on a case-
control family data of breast cancer.

e-mail: luchen@u.washington.edu

A COMPARISON OF METHODS USED TO ASSESS CONFOUNDING AND MEDIATION IN LOGISTIC
REGRESSION

Lorraine G. Ogden’, University of Colorado
Leann Myers, Tulane University

M ethods for assessing the difference between a crude and adjusted parameter estimatein logistic regression have evolvedin
two different disciplineswith distinct purposes:. in epidemiology as methodsto assess confounding and in the social sciences
as statistical tests for mediation. We will first distinguish between the classical and operational definitions of confounding
and discuss approaches for assessing confounding which have emerged from these definitions. We will then consider
statistical tests for mediation and discuss their applicability as statistical tests for confounding. Finally, we examine the
performance of these methods using simulated data under various scenarios (different sample sizes and with the presence/
absence of classical confounders, operational confounders, and mediators) and make recommendati ons on the most appropriate
methods given the sample size and the primary objective of the analysis.

e-mail: lorri.ogden@uchsc.edu
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REGRESSION ADJUSTMENTSTO ESTIMATORS OF AVERAGE CAUSAL EFFECTS THAT USE
STRATIFICATION ORWEIGHTING VIA THE PROPENSITY SCORE

Jared K. Lunceford”, Merck Research Laboratories
Marie Davidian, North Carolina State University

With observational data, treatment exposure may be associated with covariates that are also associated with potential
response, and groups may be seriously imbalanced in these factors leading to biased causal inferences in the absence of
adjustment. Two popular approachesto correcting for these imbalances use stratification and weighting based on estimated
propensity scores. Adding standard regression adjustments to both the stratified or weighted methods offers additional
improvement in performance. We describe theoretical properties of these regression-adjusted methods, highlight their
implications for practice, and present comparisons of performance that provide guidance for practical use.

e-mail: jared |lunceford@merck.com

MULTIVARIATE GRAPHICS FOR FDA OF HORMONE PATTERNS IN THE MENOPAUSAL TRANSITION

Peter M. Meyer®, Rush University Medical Center
Judith L. Luborsky, Rush University Medical Center
Sioban Harlow, University of Michigan
Daniel S. McConnell, University of Michigan
Imke Janssen, Rush University Medical Center

Female hormones follow typical patterns of cyclical variability during premenopausal years. Functional Data Analysis
(FDA) techniques provide a convenient framework in which to describe the patterns reflected by hormone levels assayed
from daily urine samples. During the menopausal transition hormone patterns deviate from standard patterns and move
toward other patterns more typical of post-menopause. Using a dataset from the Studies in Women’s Health Across the
Nation (SWAN) containing four different hormone values assayed from daily urines for 280 completed cycles of
premenopausal and early-perimenopausal women, we present a variety of FDA multivariate graphical techniques for
displaying typical premenopausal patterns and the variations from those patterns that are common during the menopausal
transition.

e-mail: pmeyer@rush.edu
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19. Linkage Disequilibrium and QTL Analysis

HIGH RESOLUTION LD MAPPING OF QTL BY MULTIPLE MARKERS

Jeesun Jung, TexasA&M University
Ruzong Fan’, TexasA&M University

Using multiple bi-allelic markers, regression models are proposedto fine map quantitative trait loci (QTL) using linkage
disequilibrium (LD) analysis. The objectiveisto fully use marker information for fine mapping of QTL. Inthe model, the
genetic effect is decomposed into orthogonal additive and dominant effects. Based on analytical formula, the non-centrality
parameters of test statistics are calculated to test the genetic effects and linkage disequilibriums. By power and sample size
comparison, the merits of the proposed method are investigated. It can be shown that the multiple marker LD analysis has
high power in fine mapping QTL..

e-mail: rfan@stat.tamu.edu

TAGGING CANDIDATE GENESWITH SPECTRAL DECOMPOSITION

Zhaoling Meng’, Merck & Co., Inc.
Dmitri V. Zaykin, GlaxoSmithKline

Assaociation study with high density markers typed within candidate genesis currently considered as one of maost promising
approaches for disease gene mapping. Single nucleotide polymorphisms (SNPs) are the most frequently utilized markers
because of their high density and wide spread occurrence in human genome. Success of locating disease genes relies on
high density of SNPs so that correlations between the unobserved alleles at a disease gene and alleles of nearby SNPsis
sufficiently high. The expected value of this correlation, or linkage disequilibrium (L D), increases with the proximity of the
disease gene and an SNP. In principle, this allows using SNPs as proxies for the alleles of the disease gene. However, LD
among SNP markers themselves implies that SNPs in high LD with each other carry somewhat redundant information.
Thismay incur unnecessary genotyping burden without proportional increaseintheinformation gain. Therefore, genotyping
cost can be sensibly reduced by selecting a subset of SNPs based on LD from alarger set typed on arelatively small set of
samples. Only thisinformative subset may later be retyped in alarger sample of individuals. We apply a method based on
the spectral decomposition of the marker pairwise LD matrix of the candidate gene and select non-redundant markers to
balance information gain and genotyping cost. We test our method on genes with different LD patterns, with different
numbers of SNPstyped and datawith different sample sizes. Furthermore, we compare our method to an existing two-step
approach that defines high LD regions (so called haplotype blocks) using D’ and selects tagging SNPs within each block.

e-mail: zhaoling_meng@merck.com
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FINE-SCALE MAPPING OF DISEASE GENES BASED ON LINKAGE DISEQUILIBRIUM

NalLi’, University of Minnesota
Matthew Stephens, University of Washington

Genetic mapping is based on the fundamental idea that the probability of recombination between markers is higher for
markersthat are further apart, and lower for those that are closer. When markers are very close, the probability of observing
any recombination within a family (even a large one) becomes extremely small, which limits the resolution of pedigree
based linkage analysis. For fine-scale localization, a population based approach (e.g., a case-control design) is not only
more powerful but sometimes necessary. Apparently unrelated individuals are in fact related through distant co-ancestry
and the effect of recombinations through many generations is reflected on the patterns of linkage disequilibrium (LD,
association of marker alleles at different loci in the population) in the current generation. Current fine-mapping approaches
based on this concept have severa limitations. In particular, they do not properly take into account the background LD
among the controls. Hereweintroduce anew method based on the general model for LD, Product of A pproximate Conditionals
(PAC) model (Li and Stephens, 2003). Simulations and real data (if available) are used to evaluate its performance.

e-mail: nali@umn.edu

GENETIC ASSOCIATION MAPPING UNDER FOUNDER HETEROGENEITY VIA HAPLOTYPE SIMILARITY
ANALYSISIN CANDIDATE GENES

Kai Yu', Washington University
Charles Gu, Washington University
Mike Province, Washington University
Chengjie Xiong, Washington University
D.C. Rao, Washington University

Taking advantage of increasingly available high-density SNP maps within genes and across genome, several methods were
proposed for candidate gene association studies using multiple closely linked SNP markers. One practical challenge faced
by existing methodsisfounder heterogeneity, that is, not all case chromosomes from affected individual sinherited a disease-
susceptibility mutation from the same ancestral chromosome. Assuming the existence of acommon founder from which a
relatively large proportion of case chromosomes is derived, we developed a procedure to remove case chromosomes not
likely descending from the common founder so the effect of founder heterogeneity is reduced. This allows us to identify
nested subsets of case chromosomes that are most likely to share a common ancestral chromosome. Association between
the candidate region and the disease variant is then evaluated by comparing haplotype similarity among chromosomes in
each identified subset to that among controls. The overall statistical significant level is accessed using a permutation
procedure. Simulation studies suggest that this approach hasthe right Type | error rate, and imiproved power over existing
methods.

e-mail: kai @wubios.wustl.edu

PITTSBURGH, PA 101



TENAR

A UNIFYING MODEL FOR FINE MAPPING OF QUANTITATIVE TRAIT LOCI AFFECTING CD4+ T CELL AND
HIV-1DYNAMICSUNDER HIGHLY ACTIVEANTIRETROVIRAL THERAPY

Zuoheng Wang', University of Florida
Rongling Wu, University of Florida

The identification of specific genes (i.e., quantitative trait loci or QTL) that, carried by hosts, control dynamic changes of
CD4+ T cells and HIV-1 viral loads is of utmost importance for designing personalized drugs for curbing AIDS. In this
article, we present a unifying statistical model for simultaneous mapping of QTL underlying CD4+ T cell and HIV-1
dynamics based on the epidemiological property of the disease. We assume that each of the two dynamic processes is
controlled by one or more QTL associated with a haplotype block comprised of single nucleotide polymorphisms (SNPs).
We devise an EM-simplex hybrid algorithm to estimate the population frequencies of QTL alleles, marker-QTL linkage
disequilibria, and QTL effects reflected by dynamic parameters of curves. We formulate two important hypothesis tests to
test whether aQTL pleiotropically affectsHIV-1 and CD4+ T cell dynamicsand what isthe relative contribution of pleiotropic
effects and close association to the correlations between these two processes. Our model also allows for tests of a number
of clinically important variables in an HIV/AIDS trial. The statistical properties of our model are examined through
simulation studies and its clinical implications are discussed.

e-mail: zwang2@stat.ufl.edu

A STATISTICAL GENETIC MODEL FOR INTEGRATING GROWTH AND DEVELOPMENT

Min Lin", University of Florida
Rongling Wu, University of Florida

In biology, there are two fundamental ly important questions: (1) how agiven amount of energy isallocated between vegetative
growth and sexual reproduction to maximize the fithess of organisms? (2) Are there specific genes or quantitative trait loci
(QTL) that control the integration of growth and development during ontogeny? The identification of QTL for growth
processis statistically challenged due to itstime series or longitudinal features. In this article, we present anew statistical
model for functional mapping of QTL that affect growth trajectories by modeling the mean vector and (co)variance structure
based on universal biological principles. By incorporating the genetic machinery of reproductive behaviorsinto the functional
mapping framework, this model is extended to detect specific QTL that govern both growth and developmental processes
through either pleiotropic effects or close linkage, or both. Our model is derived within the maximum likelihood context,
implemented with an EM-simplex hybrid algorithm. An example from aforest tree was used to demonstrate the usefulness
of our model. The implications of this model for integrating vegetative growth and sexual reproduction to gain better
insights into comprehensive biology are discussed.

e-mail: mlin@stat.ufl.edu
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20. Large Scale Multiple Testing

A BAYESIAN PERSPECTIVE ON FALSE DISCOVERY AND FALSE NON-DISCOVERY RATES

Jie Chen’, Merck Research Laboratories
Sanat K. Sarkar, Temple University

The classical definition of the FDR can be understood as the frequentist risk of false rejections conditional on the unknown
parameter $\btheta$. From Bayes decision- theoretic point of view, it seems natural to take into account the uncertainty in
both parameter and data. In this spirit, we propose the Average FDR (AFDR) and Average FNR (AFNR) approaches in
which thefregquentist risks of falserejections and fal se non-rejections are averaged out with respect to some prior distribution
of parameter $\btheta$. A linear combination of the AFDR and AFNR, called the Average Bayes Error Rate (ABER), is
considered as the overall risk of misclassification. Finally, the AFDR and AFNR are illustrated in an example where
objective and subjective Bayesian hypotheses are formulated. Some useful formulas for the AFDR and AFNR are further
devel oped for normal sampleswith normal priors. Critical valuesfor the data at which the ABER isminimized are presented.

e-mail: jie_chen@merck.com 21

IMPROVING ESTIMATION OF THE FALSE DISCOVERY RATE

Stan B. Pounds’, St. Jude Children’s Research Hospital
Cheng Cheng, St. Jude Children’s Research Hospital

Microarray technology allows investigators to simultaneously measure the expressions of thousands of genes. These data
are often analyzed by testing a given null hypothesis for each gene measured. The false discovery rate (FDR), which is
roughly the proportion of significant findings that arise solely by chance, isavery practical way to account for the massive
multiplicity encountered inthisarea. Several methods consider the p- values obtained for each gene’sdifferential expression
as a sample from a mixture distribution consisting of a null component and an aternative component. These methods
estimate the FDR as afunction of the p-value by estimating and partitioning (EP) the p-value distribution. An EP algorithm
is proposed that uses loess to smooth a set of transformed spacings of p-values to construct an estimate of the probability
density function (PDF). This PDF estimator is called a spacings loess histogram (SPLOSH). An example and asimulation
study reveal that SPL OSH producesmorereliable FDR estimatesthan other EP methods, including Benjamini and Hochberg's
simple slope method, Storey’s g-value, and Pounds and Morris' beta-uniform mixture model.

e-mail: stanley.pounds@stjude.org
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AN EMPIRICAL BAYESADJUSTMENT TO MULTIPLE P-VALUES

Somnath Datta, University of Georgia
Susmita Datta’, Georgia State University

In recent microarray experiments thousands of gene expressions are simultaneously tested in comparing samples (e.g.,
tissue types). Application of a statistical test (e.g. t-test) would result a p-value for each gene reflecting the amount of
statistical evidence present in the data that the given gene is differentially expressed. We show how to use these p-values
acrossthe genes using the method of empirical Bayes estimation so that each gene borrows evidence of differential expression
(or nondifferential expression, whatever the case may be) of all others on the microarray. A new set of accept/reject
decisions are reached for the differential expressions using the adjusted p-values through a resampling based step-down p-
value calculation that protects the analyst against the overall (familywise) type 1 error rate. The utility of the empirical
Bayes adjustment is illustrated through simulation experiments by various performance measures such as sensitivity,
specificity, fal se discovery rate and fal se non-discovery rate of the overall testing mechanism with and without the empirical
Bayes adjustment.

e-mail: sdatta@mathstat.gsu.edu

NEW PROCEDURES FOR CONTROLLING FALSE DISCOVERY RATE

Zhongfa Zhang', Case Western Reserve University
Jiayang Sun, Case Western Reserve University

Multiple testing procedures are useful for identifying disease genes and for locating sources of activation in abrain image.
In this paper, we present a general theoretical result about False Discovery Rate (FDR), explore a functional relationship
between the family-wise error rate (FWER) and FDR, and develop two new procedures for controlling FRD. Our new
procedures are compared with Storey et a’s (2003) procedure. Confidence bands around the expected FDR are provided.
Some practical implications of the general theory areillustrated. An application to lukemia datais also demonstrated.

e-mail: zxz8@po.cwru.edu
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A MIXTURE MODEL FOR IDENTIFYING DIFFERENTIALLY EXPRESSED GENES IN DNA MICROARRAY

Jiangang Liao’, UMDNJ
Yong Lin, Cancer Institute of New Jersey
Zachariah Selvanayagam, University of Medicine and Dentistry of New Jersey
Joe Shih, University of Medicine and Dentistry of New Jersey

DNA microarray isoften used to identify genesthat expressdifferentially between two types of tissues. With the simultaneous
comparisons on thousands of genes, however, adjusting for multiple testing becomes critically important. This paper
derives a flexible and stable mixture model for adjusting for multiple testing by requiring the distribution of p-values for
differentially expressed genesto be stochastically smaller than the distribution of p-values for non-differentially expressed
genes. The proposed model provides a unified framework for estimating the proportion of differentially expressed genes,
the local positive discovery rate, positive false discovery rate or false discovery rate as well as other quantities of interest
such as the positive and negative predictive values and the sensitivity and specificity. An R function implementing the
proposed method is provided on the web and can be readily used for data analysis. KEY WORDS: False discovery rate;
Proportional hazard model; Smoothing; Stochastic order.

e-mail: jg_liao@yahoo.com

ANALY SIS OF MULTIFACTOR DESIGNSWITH LARGE NUMBER OF FACTOR LEVELS

Halyan Wang’, Penn. State Univerisity
Michael G. Akritas, Penn. State Univerisity

Testing methods for ANOVA designs where some of the factors have a large number of levels have received a lot of
attention recently (Boos and Brownie 1995, Akritas and Arnold 2000, Bathke 2002, Akritas and Papadatos 2003, Wang and
Akritas 2002). Most attention, however, has been restricted to procedures using the original observations, either in the
balanced homoscedastic case or with no more than two factors. In this paper we consider hypotheses testing in possiblely
unbalanced and heteroscedastic multi- factor designs. Such procedures require strong moment assumptions and are sensitive
to outliers. Thus we also develop (mid)-rank procedures for the same general setting. The main asymptotic tools are the
asymptotic rank transform and H\'{a}jek’s projection method. Simulation results show that the present rank statistics
outperform those based on the original observations, in terms of both Type | and Type Il errors. A rea data set from a
microarray experiment is analysized with the suggested procedures.

e-mail: hwang@stat.psu.edu
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SHARP SIMULTANEOUS INTERVALS FOR THE MEANS OF SELECTED POPULATIONSWITH APPLICATION
TO MICROARRAY DATA ANALY SIS

Jing Qiu’, Cornell University
J. T. Gene Hwang, Cornell University

Simultaneous inference is a challenge when the number of populations is large. In some situations including microarray
experiments, the scientists are particularly interested in the populations with the most extreme observations. In these cases,
we can just focus on afew (K) selected observations and do inference about the corresponding populations. An Empirical
Bayes approach is used to construct confidence intervals for the K selected means with good coverage probabilities. K can
be prechosen or estimated from data. The resultant intervals have length comparableto that of K-dimensional simultaneous
intervals, which are shorter (and could be much shorter) than the traditional N-dimensional Bonferroni’s bounds. This
saving together with the borrowing strength effect of Empirical Bayesresultsin very sharp simultaneous confidenceintervals.
These confidence intervals can also be used to conduct hypotheses testing. In one application to microarray data, we show
that they detect 17% more significant genes than the Bonferroni’s simultaneous bounds.

e-mail: jgl4@cornell.edu

21. Causal Inference

CAUSAL INFERENCE IN HYBRID INTERVENTION TRIALSINVOLVING TREATMENT CHOICE

Qi Long’, University of Michigan
Roderick J. Little, University of Michigan
Xihong Lin, University of Michigan

Randomized allocation of treatments is a cornerstone of experimental design, but has drawbacks when a limited set of
individuals are willing to be randomized, or the act of randomization undermines the success of the treatment. Choice-
based experimental designs allow a subset of the participants to choose their treatments. We discuss here causal inferences
for experimental designs where some participants are randomly allocated to treatments and others receive their treatment
preference. This paper was motivated by the “Women Take Pride” (WTP) study (Janevic et al., 2001), adoubly randomized
preferencetrial (DRPT) to assess behavioral interventionsfor women with heart disease. We propose amodel for inference
about preference effectsfor aDRPT and develop an EM algorithm to compute maximum likelihood estimates of the model
parameters. The method isillustrated by analyzing compliance of the WTP data. Our results show that there were strong
preference effects in the WTP study, that is, women assigned to their preferred treatment were more likely to comply.

e-mail: glong@umich.edu
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EXAMINING SENSITIVITY TO THE EXCLUSION RESTRICTION FOR INSTRUMENTAL VARIABLES
ESTIMATORS OF TREATMENT EFFECT

Joseph W. Hogan", Brown University
Tony Lancaster, Brown University
Jason Roy, University of Rochester
Donald Alderson, Brown University

The method of instrumental variables can be used to obtain consistent estimates of acausal treatment effect from observational
data. Success of the method relies on using a valid instrument, defined as a variable that is correlated with receipt of
treatment, and conditional on treatment, uncorrelated with underlying potential outcomes. The second requirement is
sometimes called an ‘exclusion restriction’, and cannot be checked empirically. In this paper we describe a method for
assessing the range of large-sample bias in the estimated treatment effect when the exclusion restriction is violated. We
focus on the simple case of binary treatment and binary instrument, which illuminates some key points related to whether
one assumes homogeneous or heterogeneous treatment effects. The sensitivity parameters have physical interpretations on
the scale of the outcome variable (e.g. differences in mean CD4 for certain subpopulations), which provides contextual
intuition about the exclusion restriction and facilitates clear discussion with subject matter experts about whether the
assumption is met. Our method is used to quantify arange for the causal effect of receiving antiviral therapy, using data
from alongitudinal cohort study of HIV-infected women.

e-mail: jhogan@brown.edu

MODIFICATIONS TO MARGINAL STRUCTURAL MODELSAND ASSOCIATED WEIGHTED ESTIMATION

Marshall M. Joffe’, University of Pennsylvania
Jill Knauss, University of Pennsylvania
Bruce Robinson, University of Pennsylvania
Harold I. Feldman, University of Pennsylvania

Hernan et a. (2000) recently proposed a new class of models for estimating the causal effect of a time-varying exposure
called marginal structural models (MSMs). Estimating parameters of MSMs involves inverse probability of treatment
weighted estimation. Sometimes, the weights in these models can be too variable to obtain useful inference. We propose
two modifications to the weighting scheme which may allow greater efficiency in estimation. The first also involves
maodification to and the second additional restrictions onthe models. Weillustrate these pointswith datafrom an observational
study of the effect of intravenous iron dosing in hemodialysis patients on mortality.

e-mail: mjoffe@cceb.upenn.edu
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CAUSAL RANDOM EFFECTSLINEAR MODEL USING NAGELKERKE'SINSTRUMENTAL VARIABLE
APPROACH INA LONGITUDINAL SETTING

JuliaY. Lin", University of Pennsylvania
Thomas Ten Have, University of Pennsylvania

PROSPECT (Prevention of Suicide in Primary Care Elderly: Collaborative Trail) is a multiple-site study examining the
effectiveness of utilizing Depression Speciaistsin educating patients, families, and primary-care physicians about depression
and monitoring adherence to treatment on clinical depression to prevent suicidein theelderly. To account for non-adherence
to randomized assignment to the Depression Specialist, we extended the instrumental variable (1V) approach described in
Nagelkerke et al. (2000) for cross-sectional data to longitudinal data with time-varying non-adherence measure using a
random effectslinear model. Both the intervention and the usual-care groups showed improvement in depression indicated
by decreases in Hamilton Depression (HAMD) scores over time. However, the intervention group showed greater
improvement in depression than the usual-care group. Furthermore, the longitudinal |V approach indicated that the effect
of the intervention seemed to be driven by prescribed medication rather than psychotherapy.

e-mail: jlin@cceb.upenn.edu

EXPLORING INTRINSIC DEPENDENCEWITH EL CID

Tailen Hsing, TexasA&M University
Li-yu Liu’, TexasA&M University
Marcel Brun; TexasA&M University
Edward R. Dougherty, TexasA&M University

We introduce a new measure of dependence, the coefficient of intrinsic dependence or CID, between two sets of variables.
CID is model-free, invariant under monotone transformations of the variables, and is capable of fully dierentiate different
degrees of dependence. The estimation of CID can be carried out nonparametrically based on the ranks of the data, and the
M SE of the estimator can be seen to decrease quickly with sample size. The applicationsthat we discuss include testing for
dependence, variable selection, parameter estimation in generalized linear models, and genetics data analysis.

e-mail: daisy@stat.tamu.edu
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A MIXED-EFFECT PROPENSITY ADJUSTMENT FOR TREATMENT EFFECTIVENESSANALY SES OF
ORDINAL DOSES

Andrew C. Leon", Cornell University
Don Hedeker, University of Illinois at Chicago
Jedediah Teres, Cornell University

A simulation study evaluates the propensity adjustment in a mixed-effects framework. The data analytic strategy involves
two stages: 1) amodel of propensity for treatment intensity examines characteristics of subjects who receive various doses
using mixed-effects ordinal logistic regression. 2) the effectiveness of ordinal dosesis compared in a mixed-effects survival
model of timeto recovery. Initialy, stratified effectiveness analyses are conducted separately for each propensity quintile.
If thereis not a propensity by treatment interaction, quintile-specific results are pooled. Typel error, statistical power, and
bias reduction are examined. Simulation specificationsvary N, ICC, and odds ratios for both the propensity and treatment
models. The simulation study shows that this strategy substantially reduces bias. Both statistical power and type | error
rates were acceptable. However, there was a tendency toward non-convergence for N=100. This data analytic strategy is
useful for observational studies of treatment effectiveness. It can adjust for self-selection bias, incorporate multiple
observations per subject, and compare effectiveness of ordinal doses.

e-mail: acleon@med.cornell.edu

22. Clinical Trials: Adaptive Design and Optimization

ADAPTIVE DESIGN WITH COVARIATES
George Sirbu’, Michigan State University

The potentia benefits of adaptiveallocation for clinical trialswere recognized quite early. |mplementation of these application
schemes might ease the ethical problem involved in trials on human subjects. Our work concentrates on inference for
covariate-adaptive and response-adaptive randomization procedures. A widely used approach for the covariate problemis
stratification. Thisapproach however, isonly applicableto qualitative covariates, or discretized quantitative covariates, and
few in number or el sethe number of stratagrows exponentially. In many respectsitismore natural to perform an adjustment
using aregression model that allows for both qualitative and quantitative covariates simultaneously. The problem consists
of choosing in a sequential manner one of two treatments while we continuously observe the information from the process
- the response and the covariates. We study both aspects of the problem: consistency for inference and optimality properties
of thedesign. We prove strong consistency for maximum quasi-likelihood estimators of regression parametersin generalized
linear regression models with minimum conditions of smoothness for the link function. The consistency results are general
enough to allow us to design the allocation in alarge variety of situations. Properties of these designs are described and
compared.

e-mail: sirbugeo@msu.edu
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POWER COMPARISONS OF ADAPTIVE TWO-STAGE DESIGNS

Cyrus R. Mehta, Cytel Software Corporation
Anastasios Tsiatis, North Carolina State University
Yuliya Lokhnygina, North Carolina State University

Thetraditional designfor arandomized clinical trial requiresprior specification of aclinically meaningful treatment difference,
to be detected with some desired power, in order to determine the sample size. Often the choice for such a clinically
meaningful treatment difference is not straightforward. For this reason there has been considerable recent research on
adaptive two-stage designs in which the treatment difference observed at the first stage, possibly combined with external
evidence, is used to re-estimate the sample size for the second stage. We will compare the power curves of several such
adaptive designs including proposals by Prochan and Hunsberger (1995), Cui, Hung and Wang (1999), and Muller and

Schafer (2001). Wewill benchmark the performance of these power curvesrelative to an optimal two-stage adaptive design
developed by Tsiatis and L okhnygina (2003).

e-mail: mehta@cytel.com

AN OPTIMAL BIASED COIN ADAPTIVE DESIGN FOR HETEROSKEDASTIC OUTCOMES
Thomas E. Gwise', University of Virginia
Feifang Hu, University of Virginia

This paper introduces afamily of D-optimal adaptive designs for continuous or binary heteroskedastic outcomes with
variances assumed to be unknown. The design can be viewed as a generalization of Atkinson's biased coin design
(1982). Asymptotic properties are obtained and some advantages are discussed. We also report some simulation results.

e-mail: teg7a@virginia.edu
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OPTIMAL TWO-STAGE ADAPTIVE DESIGNS

Yuliya Lokhnygina’, North Carolina State University
AnastasiosA. Tsiatis, North Carolina State University

We derive optimal two-stage group sequential designs for normally distributed data which achieve the minimum of a
mixture of expected sample sizes at the range of plausible values of anormal mean. Unlike standard group sequential tests,
our method is adaptivein that it allows the group size at the second stage to be afunction of the observed test statistic at the
first stage. Although two-stage adaptive designs have been proposed previously in the literature, the rationale for these
designs have been ad hoc. Using optimality criteria, we construct two-stage adaptive designs which we show have advantage
over other popular adaptive methods. The employed computational method is a modification of the backward induction
algorithm applied to a Bayesian decision problem.

e-mail: ylokhny@ncsu.edu

A FLEXIBLE METHOD FOR DESIGN OF TWO-STAGE ADAPTIVE PROCEDURES

Tatsuki Koyama', Vanderbilt University Medical Center
Leon J. Gleser, University of Pittsburgh
Allan R. Sampson, University of Pittsburgh

We introduce a framework for designing a two-stage adaptive procedure. Our technique enables one to construct a two-
stage adaptive procedure that controls many aspects of the design including the Type | error rate, the power and the maximum
total sample size. Our framework also enables us to systematically compare a number of previously proposed two-stage
adaptive procedures by placing them under the same formulation. We conduct an ANOVA type study to understand the
effects of different components of the design specification on the performance characteristics of the design. Stage |
specification components, namely, sample size, Type| error rate and Type |l error rate are found to be much moreimportant
than the ‘ conditional power functions' for Stage Il despite the fact that the literature pays a fair amount of attention to the
choice of conditional power functions.

e-mail: tatsuki.koyama@vanderbilt.edu
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DESIGNING NONLINEAR EXPERIMENTS USING NONENUMERATIVE STRATEGIES

A. John Bailer", Miami University
Stephen Wright, Miami University

The specification of sampling times for the study of a non-linear response provide a context in which non-enumerative
strategies are applied for selecting times. A start-stop experiment used environmental toxicology provides a backdrop for
this design discussion. A full enumeration of the design space is conducted to establish the target value of an objective
function defined by a D-optimality criterion. The greedy heurism rapidly converged to a design that was very close to the
true optimal value while a stochastic optimization strategy generated a less optimal, although still competitive, solution.
The sensitivity of the suggested design to variance heterogeneity, time grid resolution, interval specification of planning
values for parameters and other factors are also explored.

e-mail: baileraj@muohio.edu

A NOTE ON COMPARING EFFICACY PROPORTIONS IN TWO-STAGE CLINICAL TRIALS
Kallappa M. Koti*, U.S. Food and Drug Administration
Clinical trials comparing safety and efficacy of combination of induction and maintenance therapies are being favored due
to practical reasons. However, there appears to be lack of appropriate data analytic methodology. In this note, a statistical
test to comparetwo treatment policiesin terms of their efficacy proportionsthat haveintent to treat interpretation is proposed.

The critical region of the test is determined by iteration that is performed using the SAS/IML subroutine QUAD. The
proposed test has desirable power when the initial sample sizeis as small as 100.

e-mail: koti @cber.fda.gov
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23. Challenging Issues in the Analysis of Longitudinal/Clustered Data

SEMIPARAMETRIC LONGITUDINAL/SPATIAL MODELING OF BINARY OUTCOMES, WITH APPLICATION TO
ABERRANT CRYPT FOCI IN COLON CARCINOGENESIS EXPERIMENTS

TatiyanaV. Apanasovich’, Ph.D., TexasA&M University
Raymond J. Carroll, TexasA&M University

Our work is directed towards the analysis of aberrant crypt foci (ACF), which are morphologically changed colonic crypts
known to be precursorsto colon cancer. The colonislaid out as agridded rectangle and the occurrence of an ACF within the
gridisnoted. Thebiological question of interest iswhether these binary responses occur at random: if not, this suggeststhat
the effect of environmental exposures is localized regionally. We derive the score test for CAR correlation models, and
show that thistest al so arises from amodification of the scoretest for M\’ atern correlation models. Robust methods are used
to lower the sensitivity to regions where there are few ACF. We cast the problem as alongitudinal/spatial binary regression
with underlying Gaussian latent process. Marginal probabilities of ACF indicators are modeled semiparametrically, using
fixed-knot penalized regression splines and single-index models. We model underlying latent process nonstationary as the
convolution of latent local stationary processes. The dependency of the correlation function on location is also modeled
semiparametrically. We fit the models using pairwise pseudolikelihood methods. Assuming that the underlying latent
processisstrongly mixing we prove asymptotic normality and derive the optimal rate of convergence for penalty parameters.

e-mail: tanya@stat.tamu.edu

ESTIMATION OF REGRESSION MODELS FOR THE MEAN OF REPEATED OUTCOMES UNDER NON-
IGNORABLE NON-MONOTONE NON-RESPONSE

Stijn Vansteelandt”, Ghent University
Andrea Rotnitz, Harvard School of Public Health
James M. Robins, Harvard School of Public Health

We propose anew class of modelsfor making inference about the mean of avector of repeated outcomes when the outcome
vector isincompletely observed in some study units and missingness is non-monotone. Each model in our classisindexed
by an unidentified selection bias function which quantifies the residual association of the outcome at each occasion t and the
probability that this outcome is missing after adjusting for variables observed before time t and for the past non-response
pattern. Selection bias functions equalling zero encode the investigator's a priori belief that non-response of the next
outcome does not depend on that outcome after adjusting for the observed past. We call this assumption sequential
explainability. Because all modelsin our class are non-parametric, they areideal for conducting sensitivity analyses aimed
at evaluating theimpact that different departures from sequential explainability have on inference about the marginal means
of interest. We discuss estimation about these means under each model in our class. We extend our proposed class of
modelsto incorporate: 1) data configurations with baseline covariates and, 2) a parametric model for the conditional mean
of the outcome vector given baseline covariates. We discuss estimation in this setting.

e-mail: stijn.vansteelandt@ugent.be
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ACCOUNTING FOR RESPONSE CORRELATION IN VARY ING-COEFFICIENT MODELS

Naisyin Wang, TexasA&M University
Jeng-Min Chiou’, National Health Research Institutes, Taiwan

This paper considers a nonparametric varying coefficient model in a longitudinal data setting. An estimating procedure
which accounts for the dependency of within- subject responses is presented. The major gain is in the improvement of
estimation efficiency. Asymptotic properties of this estimator are provided. The numerical efficacy of the proposed
methodology is demonstrated through a small simulation study and the analysis of areal data set.

e-mail: jmchiou@nbhri.org.tw

DYNAMIC CRITERIA AND LONGITUDINAL ACCURACY
Patrick J. Heagerty”, University of Washington

Longitudinal marker measurements are often used to guide medical decisions such as the timing and choice of
intervention. A basic scientific goal isto use the available information to accurately predict those subjects who are likely
to experience akey clinical event such as cancer onset or death. With censored survival endpoints prognostic accuracy
may be summarized extensions of sensitivity and specificity which are commonly used for binary response models. In
thistalk we propose new time- dependent accuracy summaries based on time-specific versions of sensitivity and
specificity calculated over risk sets. The accuracy summaries are connected to a previously proposed global concordance
summary which is a variant of Kendall’s tau, yet allow simple extension to longitudinal covariate or marker processes.
Standard Cox regression output can be used to obtain estimates of time- dependent sensitivity and specificity, and time-
dependent receiver operating characteristic (ROC) curves. Semi- parametric estimation methods appropriate for both
proportional hazards and non-proportional hazards data are introduced and evaluated in simulations.

e-mail: heagerty @u.washington.edu
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24. Statistical Issues in Emerging Diseases

BSE AND PRION DISEASES IN NORTH AMERICA - WHAT ARE THE RISKS?
Steven A. Anderson’, U.S. Food and Drug Administration

Prion diseases or transmissible spongiform encephal opathies (TSES) include bovine spongiform encephal opathy (BSE), a
disease of cattle and the human disease counterparts - variant Creutzfeldt Jakob Disease (vCJID) and classic Creutzfeldt
Jakob Disease (CJD). Thisraregroup of diseasesis characterized by aneurodegenerative condition that isfatal and because
the infectious agent is potentially transmissible, they pose a significant public health concern. There is a theoretical risk
that these human diseases could be transmitted via blood but to date no cases of transmission via blood or blood products
have been observed. However, animal studies suggest that the prion infectious agent may be transmitted viablood products.
We will demonstrate the application of probabilistic modeling in evaluating the potential public health risks posed by this
route of transmission and application of the methodology in evaluating the effectiveness of variousrisk reduction measures.

e-mail: andersonst@chber.fda.gov

ESTIMATED RISK OF WEST NILEVIRUS TRANSFUSION TRANSMISSION THROUGH VOLUNTARY BLOOD
DONATION IN THE UNITED STATES, 2002

Brad J. Biggerstaff”, National Center for Infectious Diseases Centers for Disease Control and Prevention
Lyle R. Petersen, National Center for Infectious Diseases Centers for Disease Control and Prevention

Human West Nile virus (WNV) infection has spread across the United States since the virus's introduction to the US,
recognized in 1999. Epidemics of WNV neuroinvasive disease and fever raise concern that transmission of WNV may
occur through voluntary blood donations; transfusion-associated transmission of WNYV was documented for thefirst timein
2002. Onset dates from the 2002 WNV neuroinvasive disease cases and historical dataon WNV viremiain humans are used
to estimate the risk of transfusion-associated WNV transmission. Resampling methods are used and related to an
inhomogeneous Poisson process approach. Average and maximum risk of transfusion-associated WNV transmission (per
10,000 donations) during the epidemic period for the whole US were estimated as 0.36 (95% CI 0.35—0.37) and 1.55 (95%
Cl 1.43 —1.76), respectively. For selected, high-incidence states, the average and maximum risk estimates ranged 2.12 —
4.76 and 4.34 — 10.46, respectively; for selected metropolitan areasthey ranged 1.46 —12.33 and 3.02 — 21.32, respectively.

e-mail: bbiggerstaff @cdc.gov
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CONTAINING PANDEMIC OR BIOTERRORIST INFLUENZA WITH ANTIVIRALS

M. Elizabeth Halloran", Emory University
IraM. Longini, Emory University
Yang Yang, Emory University
Azhar Nizam, Emory University

We developed a new model to assess the best use of antiviral agents to reduce the effect of the first wave of pandemic
influenza in the entire community. We used the model to investigate the effectiveness of antiviral prophylaxis targeted at
close contacts. We first analyzed data from two household studies of prophylactic and therarpeutic use of antivirals to
obtain estimates of the antiviral efficacy for susceptibility (AVES) and for infectiousness (AVEi). We compare targeted
antiviral prophylaxis with vaccination strategies. We model an influenza pandemic or bioterrorist attack for an agent
similar to A(H2N2) that caused the Asian influenza pandemic of 1957-1958. Using targeted antiviral prophylaxis (TAP), if
80\% of exposed people maintained prophylaxis for eight weeks,targeted antiviral prophylaxis has potential as an effective
measure for containing influenza until adequate quantities of vaccine were available.

e-mail: mehallo@sph.emory.edu

25. Statistical Models for Complex Data in Agricultural and Environmental Studies

A SEMIPARAMETRIC STOCHASTIC MIXED MODEL FOR INCREMENT-AVERAGED DATA WITH
APPLICATION TO CARBON SEQUESTRATION IN AGRICULTURAL SOILS

F. Jay Breidt’, Colorado State University
Nan-Jung Hsu, National Tsing Hua University
Stephen Ogle, Colorado State University

Adoption of conservation tillage practice in agriculture offers the potential to reduce greenhouse gas emissions. Studies
comparing conservation tillage methodsto traditional tillage pair fields under the two management systems and obtain soil
core samplesfrom each field. Within each core, carbon stock isrecorded at multiple depth increments. These data represent
not the instantaneous value at a particular depth, but the total or average over theincrement at that depth. A semi-parametric
mixed model is devel oped for such increment-averaged data. The model uses parametric fixed effectsto represent covariate
effects, random effects and a stochastic process to capture within-core correlation, and an integrated, smooth function to
describe effects of depth. The instantaneous depth function is estimated using penalized maximum likelihood. Variance
components and the smoothing parameter are estimated using restricted maximum likelihood. The methodology is applied
to the problem of estimating change in carbon stock due to change in tillage practice.

e-mail: jbreidt@stat.colostate.edu
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FACTORANALY SISMODELS FOR POLLUTION SOURCE APPORTIONMENT
William F. Christensen’, Brigham Young University

Receptor modeling involves the statistical analysis of air quality data for the purpose of apportioning pollutants to the
sources from which they were emitted. Interest in receptor models hasincreased as regul atory agencies have begun utilizing
source apportionment studiesto devel op and eval uate environmental policy. Factor analysis has been used for over 30 years
to simultaneously estimate pollution source profiles (factor loadings) and pollution source contributions (factor scores), but
often with severe limitations for interpretation. For example, traditional exploratory factor analysis suffers from factor
indeterminacy and does not yield pollution source profiles and pollution source contributions that are nonnegative. We
consider aconfirmatory factor analysis approach which utilizes partial pollution source profileinformation, yields physically
interpretable solutions, and accounts for correlation structure when carrying out statistical inference.

e-mail: william@stat.byu.edu

A SPATIAL-TEMPORAL AUTO-LOGISTIC REGRESSION MODEL FOR THEANALY SIS OF THE SOUTHERN
PINE BEETLE OUTBREAKS

Jun Zhu', University of Wisconsin — Madison
Hsin-Cheng Huang, Institute of Statistical Science, Academia
Sinica Chi-tsung Wu, Feng Chia University

The Southern Pine Beetles have caused severe damage to pine forests in the southern United States and hence are of great
concern. Research hasfound that the outbreaks are influenced by factors such as host volumes, physiographic properties of
the fields, and seasonal temperature. Further, outbreaks of the Southern Pine Beetles in forests throughout the southern
United States show visible spatial and temporal patterns. We develop a general spatial-temporal auto-logistic regression
model for the presence and absence of an outbreak, which captures spatial dependence by a Markov random field and
captures temporal dependence by a Markov chain. For statistical inference, we use maximum pseudo-likelihood, whichis
computationally efficient, for parameter estimation, and develop a Markov chain Monte Carlo (MCMC) agorithm for
prediction. We apply our method to study the outbreaks in North Carolina and evaluate the potential of the model in
capturing correlation across space and over time.

e-mail: jzhu@stat.wisc.edu
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PREDICTION OF RIVERINE SEDIMENT CATEGORIES USING A SPATIAL MIXTURE MODEL

Mark S Kaiser", lowa State University
Kyoji Furukawa, lowa State University

Many biotic responses in river ecosystems that are of interest to aquatic ecologists are related to the underlying sediment
structureintheriverbed. Prediction of sediment type over the spatial extent of ariver reach holdsthe potential for increasing
our ability to both understand and model the levels of biotic responses. We devel op a spatial mixture model for this purpose
consisting of a conditionally independent multinomial observation process mixed over a conditionally specified spatial
process that possesses Dirichlet-like behavior. Analysis of many conditionally specified models is made complex because
the correpsonding joint distribution isnot availablein closed form. Not only isthe joint unavailable in closed form for our
new mixture model, but the same istrue for the basic conditional specifications used to formulate the model. Nevertheless,
we show that estimation and prediction are possible with this model, and illustrate this through prediction of sediment
categories in the upper Mississippi river.

e-mail: mskaiser@iastate.edu

26. The Future of Biostatistical Science

Panel Discussion:
Donald A. Berry, M.D. Anderson Cancer Center
David P. Harrington, Dana-Farber Cancer Center and Harvard University
George W. Williams, Amgen, Inc.

118 ENAR 2004 SPRING MEETING



TENAR

27. Bayesian Methods in Survival Analysis

MULTIRESOLUTION MODELSIN MULTICENTER SURVIVAL DATA ANALYSIS

Peter Bouman, Northwestern University
Vanja Dukic’, University of Chicago
James Dignam, University of Chicago
Xiao-Li Meng, Harvard University

In multicenter studies one hasto make inference about apopulation survival curve based on possibly heterogeneous survival

data collected from individual enrolled centers. Thistalk will be about a flexible Bayesian method proposed by Bouman,
Dukic

vdukic@health.bsd.uchicago.edu

BAYESIAN ESTIMATION OF MULTIVARIATE FRAILTY MODELS FOR EXCHANGEABLE SURVIVAL DATA

Catalina Stefanescu’, London Business School
Bruce Turnbull, Cornell University

Correlated exchangeabl e time-to-event data may be encountered in many areas, such as studies of disease occurrence in
families, developmental toxicity experiments, or group randomized trials. When dataare clustered, modelling the correlation
within groups of observationsis necessary for the validity of the statistical inference. This paper investigates amultivariate
lognormal frailty model for the correlation structure within clusters, and proposes a Bayesian approach to estimation.
While likelihood inference is computationally difficult, the Bayesian framework derives naturally from the inherent
hierarchical structure of the model and may be implemented by means of a Gibbs sampling approach. The methodology is
illustrated with several applications.

e-mail: cstefanescu@london.edu
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A SIMPLE APPROACH TO FITTING BAYESIAN SURVIVAL MODELS

Paul Gustafson’, University of British Columbia
Dana Aeschliman, University of British Columbia
Adrian R. Levy, University of British Columbia

There has been much recent work on Bayesian approaches to survival analysis, incorporating features such as flexible
baseline hazards, time-dependent covariate effects, and random effects. Some of the proposed methods are quite complicated
to implement, and we argue that as good or better results can be obtained via simpler methods. In particular, the normal
approximation to thelog-gammadistribution yields easy and efficient computationa methodsin theface of simplemultivariate
normal priorsfor baseline log-hazards and time-dependent covariate effects. While the basic method applies to piecewise-
constant hazards and covariate effects, it is easy to apply importance sampling to consider smoother functions.

e-mail: gustaf @stat.ubc.ca

A NEW MODEL FOR LONGITUDINAL AND SURVIVAL DATA WITH A CURE FRACTION

Ming-Hui Chen Chen’, University of Connecticut
Joseph G. lbrahim, University of North Carolina
Debgjyoti Sinha, Medical University of South Carolina

We develop a new joint cure rate model for longitudinal and survival data. The model allows for multiple longitudinal
markers as well as a cure structure for the survival component based on the promotion time cure rate model. Several
characteristics and properties of the new model are discussed and examined. A rea dataset from amelanomaclinical tria
is given to demonstrate the methodol ogy.

e-mail: mhchen@stat.uconn.edu
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28. Analysis of Imaging Data

COVARIATEADJUSTMENT IN PARTIAL LEAST SQUARES FOR THE EXTRACTION OF THE SPATIAL-
TEMPORAL PATTERN FROM POSITRON EMISSION TOMOGRAPHY DATA

Lei Xu', Merck & Co., Inc.
Sati Mazumdar, University of Pittsburgh
Julie Price, University of Pittsburgh

This work extended the partial least squares methodology that has been used to extract the spatial-temporal pattern from
sequential positron emission tomography (PET) image data. The extension adjusted for covariate effects with possible
spatial and temporal elements. The methodology involved derivation of multi-dimensional latent variablesto explain PET
image data and the development of an iterative algorithm. Anillustration of the extended method is provided that showsits
application to a sequential PET data set that was acquired to study the temporal and spatial effects of amphetamine on
cerebral blood flow. Simulation studies were performed to validate the performance of the new method.

e-mail: lei_xu2@merck.com

ESTIMATION IN NONLINEAR REGRESSION WITH APPLICATIONS TO KINETIC MODELING WITH PET
IMAGING DATA

Todd Ogden’, Columbia University
Thaddeus Tarpey, Wright State University

In some nonlinear regression situations, one or more of the parameters in the expression for the regression function are
estimated from a separate data source. In such a case, the typical estimation procedure is to estimate the appropriate
parameters from the separate data, then to plug these estimated values into the expression for the regression function in
order to estimate the other parameters. This situation arises frequently in compartment modeling when there is an external
‘input function’ to the system. Issuesin estimation of parametersand their standard errorswill be discussed. Both asymptotic
and bootstrap-based approacheswill be presented and compared. Thiswork isapplicablein avariety of real-data situations.
Oneimportant application to be discussed is the estimation of kinetic parametersin an aternative ‘ model-free’ formulation
of astandard pharmacokinetic model for PET imaging data. Inthiscase (and in standard pharmacokinetic fitting cases), the
model isfit to each of several regions of interest in the brain and the ‘input function’ is estimated from data obtained from
an arterial line. Approaches to estimation of parameters and their standard errors in this situation will be presented and
discussed.

e-mail: tol66@columbia.edu
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METABOLITE CURVE FITTING IN PET IMAGING STUDIES OF NEURORECEPTOR MAPPING

Songmei Wu', Columbia University
Todd Ogden, Columbia University
Ramin V. Parsey, NY SPI
John Mann, NY SPI

The objective of PET neuroreceptor imaging study is to obtain the information on the distribution of the target receptor
throughout the brain. More specifically, the quantification is achieved by estimation of parameters in a brain region of
interest (ROI), such as total tissue equilibrium volume of distribution (VT), binding potential (BP), etc. Compartment
models are often used for the estimation, while an arterial plasma function for ligand concentration is required as the input
function to the compartment model. Due to the metabolism of the ligand, the observed ligand concentration function is
indistinguishable from that of the metabolites concentration. Therefore the observed ligand plasma function must be
corrected before it can be used as the input function. Many types of models have been used for the correcting purpose.
Different ligands may have different metabolism rates and need to be adjusted by different models. Some candidate models,
al fit by nonlinear regression methodology, will be examined. The data set contains 94 subjects but no more than 6
observations per subject. Various diagnostics are used to assess and compare the models. The corresponding impacts on the

parameter estimates of several ROIs are to be shown and compared. These models may also be fit using nonlinear mixed-
effect techniques.

e-mail: sw289@columbia.edu

EXPLORING SPATIAL RELATIONSHIPSIN FUNCTIONAL NEUROIMAGING DATA

Rajan S. Patel”, Emory University
F. Dubois Bowman, Emory University
Chengxing Lu, Emory University

Functional neurcimaging using positron emission tomography (PET) and functional magnetic resonance imaging (fMRI)
makesit possibleto explore theinterplay between spatially distinct brain regions associated with substance abuse, behaviors,
emotions, or symptoms of psychiatric disorders. Neuroimaging data pose major challengesfor clustering algorithms due to
the intensive computations required, the massive number of voxels, the multiple sources of noise, and the range of possible
characteristics of physiological clusters. We present a2D and 3D clustering and visualization tool, which we useto compare
several existing and novel clustering techniques and stopping criteria. We demonstrate the use of our clustering tools and
conduct the comparative analysisusing PET functional neuroimaging datafrom astudy that examinesfunctional relationships
in brain activity related to the use of ethanol. Our results show distinct superiority of the hierarchical clustering algorithms
over the partitioning algorithms. Our new variable linkage method produces results that are competitive among existing
hierarchical algorithms, however also providing computational advantages for three dimensional clustering.

e-mail: rajan@alumni.rice.edu
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A TEMPLATE METHOD FOR COMBINING FMRI CONNECTIVETY ACROSS SUBJECTS

Raymond G. Hoffmann®, Medical College of Wisconsin
Natalia S. Lawrence, Institute of Psychiatry London, England
Elliot A. Stein, NIDA-IRP

Determination of effective connectivity in fMRI studies is complicated by the variability between subjects. A template
method using jump markov processesis proposed to determine the common connectivity pattern aswell as determining the
variability among subjects. An empirical Bayes approach to determining the prior distribution of the connectivity is used
together with a physiological template to determine the posterior in terms of a finite mixture of normal distributions. The
method is applied to subjectsimaged with a 3T Bruker Medspec scanner performing 8 blocks of arapid visual information
processing (RVIP) task. Datafrom each subject is conformed to a standard stereotaxic (Talairach- Tourneaux) space.

e-mail: hoffmann@mcw.edu

BRAIN FUNCTION, THE MOVIE: OPTICAL IMAGING OF BRAIN ACTIVITY
Kary L. Myers', Carnegie Mellon University

Scientists use functional neuroi maging techniquesto locate and quantify areas of stimulus-induced brain activity. A particular
technique, optical imaging, involves making a‘movie’ of the active brain by recording high resolution video data, where a
typical 10 minute experiment produces over 5 gigabytes of data. Optical imaging offers better spatial resolution than any
other in-vivo method, making it apowerful tool for mapping activationin the brain. However, optical imaging datatypically
have a signal-to-noise ratio of 0.001, mostly due to physiological changes unrelated to the stimulus of interest. This noise
effectively masksthe activated regions. Inthistalk | will discussways of using simultaneously recorded physiological data
like blood pressure readings to reduce noise in the optical imaging movies, thus allowing scientists to make better maps of
the brain.

e-mail: kary@stat.cmu.edu
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29. Clinical Trials: Non-Parametric Methods

NONPARAMETRIC PREDICTION OF EVENT TIMES IN RANDOMIZED CLINICAL TRIALS

Gui-shuang Ying', University of Pennsylvania
Daniel Heitjan, University of Pennsylvania
Tai-Tsang Chen, Columbia University

In clinical trials with planned interim analysis, it can be valuable for logistical reasons to predict the times of landmark
event such as the 50th and 100th event. Bagiella and Heitjan (Statistics in Medicine 2001; 20: 2055-2063) proposed a
parametric prediction model for failure-time outcomes assuming exponential survival and Poisson enrollment. When little
isknown about the distributions of interest, thereis concern that parametric prediction methods may be biased and inefficient
if their underlying distributional assumptionsareinvalid. We propose nonparametric approachesto make point and interval
predictions for landmark dates during the course of thetrial. We obtain point predictions using the Kaplan-Meier estimator
to extrapolate the survival probability into the future, selecting the time when the expected number of eventsis equal to the
landmark number. To construct prediction intervals, we use a simulation strategy based on the Bayesian bootstrap. Monte
Carlo results demonstrate the superiority of the nonparametric method when the assumptions underlying the parametric
model are incorrect. We demonstrate the methods using data from atrial of immunotherapy of chronic granulomatous
disease.

e-mail: gsying@mail.med.upenn.edu

A NEW BINOMIAL VARIANCE ESTIMATOR FOR THE KAPLAN-MEIER SURVIVAL FUNCTION

Craig B. Borkowf", Centers for Disease Control and Prevention

In this talk we propose a new hybrid piecewise Binomial variance estimator for the Kaplan-Meier survival function. The
mean proportion of this estimator equals the survival function on the interval up to the median survival time, then becomes
constant and equal to 0.5 on the next interval, and finally decreases again when acertain criterionis met. Also, the effective
sample size equals the number of subjects not censored prior to that time. In addition, we consider an adjusted hybrid
piecewise Binomial variance estimator that that modifiesthe regular estimator for small sample sizes. We present asimulation
study to compare the performance of these new hybrid piecewise Binomial variance estimators to the Greenwood and Peto
variance estimators for small sample sizes. We show that these new variance estimators give better variance estimates than
these traditional variance estimators, and hence confidence intervals constructed with these estimators have more nominal
coverage rates. Indeed, the Greenwood and Peto variance estimators can substantially underestimate the true variance in
theleft and right tails of the survival distribution, even with moderately censored data. Finally, weillustrate the use of these
new and traditional variance estimators on an example from aleukemiaclinical trial.

e-mail: CBorkowf@cdc.gov
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A NONPARAMETRIC TEST FOR COMPARING SEVERAL SURVIVAL CURVESWITH INTERVAL CENSORED
DATA

Dae Ryong Kang", Yonsei University College of Medicine, South Korea
Jinheum Kim, University of Suwon
Chung Mo Nam, Yonsei University College of Medicine, South Korea

Interval-censored survival data often occursin medical or health studies that entail a periodic follow- up. We propose a
nonparametric test for comparing several survival curves with interval-censored data. Our test do not need so-called EM
algorithm as in Finkelstein and Wolfe (1985), Finkelstein (1986) and Sun (1996, 1997) because we introduce an uniform
weight only depending on the size of risk set at an observed failure time instead of weight involving estimated survivals
and thereby can save much time in computational work. The results of a simulation study comparing the proposed test
with the usual logrank test and the Finkelstein (1986); s score test present that our proposed test is very satisfactory in
terms of size and power. Also, the proposed method was applied to a breast cosmesis data (Finkelstein and Wolfe, 1985)
and alung cancer post-operative treatment study taken from Yonsei Cancer Center. Keywords: Interval-censored data,
Weighted logrank test, EM algorithm

e-mail: cosakang@yumc.yonsei.ac.kr

PAIR-WISE COMPARISON ESTIMATION OF CLUSTERED NONPARAMETRIC TRANSFORMATION MODELS

Yan Li", Rush University Medical Center
Daniel Zelterman, Yale University

In survival analysis, various parametric, semiparametric, and nonparametric models are employed to estimate incidence
rates. The semiparametric transformation model includes the proportional hazards model and the proportional odds model
as special cases. We propose an M- estimator for the nonparametric transformation model to analyze clustered failure time
data. In our model, the latent error distribution is unspecified, and the unknown transformation function can be heterogeneous
across different clusters. Our new estimator makes a nonparametric pair-wise comparison of all subjects within the same
cluster. It takes censoring and clustering into account, and incorporates the maximum rank correlation (MRC) estimator as
aspecia case. Weillustrate the method with an application to an HIV pregnancy study, which matches each HIV+ woman
with three HIV- women on potential confounding factors. In this dataset, HIV infection is associated with a decrease in
pregnancy rates and it appears that this decrease in fertility is negatively confounded by the illicit drug use.

e-mail: yan_li@rush.edu
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NONPARAMETRIC MODEL SELECTION FOR COX’S PROPORTIONAL HAZARD MODEL

Chenlei Leng’, University of Wisconsin
Hao Helen Zhang, North Carolina State University
Yi Lin, University of Wisconsin
Grace Wahba, University of Wisconsin
I. J. Schoenberg, University of Wisconsin

We consider Cox proportional hazard models using smoothing splines. By imposing a novel penalty instead of the usual
square penalty in smoothing splineANOVA cases, our method shrinks functional components and produces some components
that are exactly zeros. It is avariant of the ‘COSSO’ proposal by Lin and Zhang (2002) and our method extends it to
nonparametric Cox proportional hazard models. An efficient algorithm based on areformulation of the penalized likelihood
is given. To choose the smoothing parameter, an approximation to the leave-out-one likelihood cross validation score
criterion is derived. Both simulations and real examples suggest our proposal is very powerful for model selection and
component estimation in survival analysis.

e-mail: chenlel @stat.wisc.edu

MARGINAL ESTIMATION IN MULTISTAGE MODELS USING CURRENT STATUS DATA

Somnath Datta, University of Georgia
Rajeshwari Sundaram’, University of North Carolina-Charlotte

In amultistage model, individuals are observed over timein various stages. Estimation of marginal quantities such as the
stage occupation probabilities, marginal hazards and stage waiting time distribution functions are of interest for answering
guestions such as: what is the probability that a randomly selected person isin a certain stage at a certain time point, what
isthe rate (hazard) at which person in a certain stage moves to another stage, and so on. In the case of complete data such
guantities are easily estimated using their empirical versions. Thistalk will address these estimation problems in current
status data without making any structural assumptions (such as Markov or semi-Markov) about the multistage process. A
simulation study and areal data example will be presented.

e-mail: rsundara@uncc.edu
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30. Linkage Analysis

UNIFICATION OF VARIANCE COMPONENTSAND HASEMAN-ELSTON REGRESSION FOR QUANTITATIVE
TRAIT LINKAGE ANALY SIS

Wei-Min Chen”, Johns Hopkins University
Karl W. Broman, Johns Hopkins University
Kung-Yee Liang, Johns Hopkins University

Two of the major approaches for linkage analysis with quantitative traits in humans include variance components and
Haseman-Elston regression. Previously, these have been viewed as quite separate methods. We describe a general model,
fit by use of generalized estimating equations (GEE), for which the variance components and Haseman-Elston methods
(including many of the extensions to the origina Haseman-Elston method) are special cases, corresponding to different
choices for aworking covariance matrix. We also show that the regression-based test of Sham et al. (2002) is equivalent to
arobust score statistic derived from our GEE approach. These results have several important implications. First, thiswork
provides new insight regarding the connection between these methods. Second, asymptotic approximations for power and
samplesizeallow clear comparisonsregarding the relative efficiency of the different methods. Third, our general framework
suggests important extensions to the Haseman-Elston approach which make more complete use of the data in extended
pedigrees and allow a natural incorporation of environmental and other covariates.

e-mail: wechen@jhsph.edu

A LATENT VARIABLE MODEL OF LINKAGE ANALY SISFOR ORDINAL TRAITS

Rui Feng’, Yale University
Heping Zhang, Yale University

Linkage analysisisroutinely used to map genes for human diseases and conditions. The existing linkage analysis methods
require, however, that the disease or condition must either be dichotomized (asyes or no) or measured by a quantitativetrait
such as blood pressure for hypertension. On the other hand, many diseases and conditions of medical interest are recorded
in ordinal scales, such as cancer stage and the severity of mental health and behavioral conditions. The objective of this
work is to establish a framework to conduct linkage analysis for ordinal traits. We propose a latent variable, proportional
odds model to analyze general pedigree data. Simulation studies are carried out to assess the power of this new model, and
they reveal that the power of our model can increase up to ten folds of that using the standard linkage analysis method.
Simulation results also suggest that our model is robust with regard to parameter misspecifications.

e-mail: rui.feng@yae.edu
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ASYMPTOTIC EQUIVALENCE OF SEVERAL AFFECTED SIBSHIP STATISTICSIN NONPARAMETRIC
LINKAGEANALYSIS

Xiaoling Wu', Johns Hopkins University
Daniel Q. Naiman, Johns Hopkins University

Affected sibship statistic which measures allele sharings of affected sibshipsis pivotal in nonparametric linkage test. We
investigate the distribution and cumulants of several commonly used affected sibship statistics (including S-pairs and S-all,
Whittemore and Halpern, Biometrics 1994) when sibships are of size larger than 2. These statistics are asymptotically
equivalent to each other and they all have the same covariance structure between markers after normalization. The result
leads to an Ornstein-Uhlenbeck process approximation to the affected sibship statistics process along the genome, whichis
essential in exploring the validity of multiple linkage testing. The conclusion aboveis based on Markov chain Monte Carlo
simu